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Sequential Prediction

Sequential classification problem -y, € {0,1}

Q@ o x given Objective : make sure that
O predict y; : 1 we learn to predict well as
© y; is revealed soon as possible. Keep

Q@ O x given .

@ predict y» : ¥ A
(3] ;2 revea}l/fed 7 Z 15 # 1)

Q@ o0 x3given =
@ predict y3 : 3 as small as possible for any T,
© y; revealed without unrealistic

Q ... assumptions on the data.
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Notations : loss function

General notations

@ x; € X.
@ y; € R (regression...) or y; € {0,1} (classification).
@ ¥, prediction.

@ loss incurred at time t : ¢(y;, y:) for some real-valued,
convex loss function /.

Classical examples : £(y) = |y — y'| or £(y) = |y — ¥'|?...
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The data

We want to avoid assumptions on the data (x;, y;), in order to
include situations like :

@ y; = F(x:, ;) and the noise variables ¢, are i.i.d.

Y = G(Xt—17yt—17Xta€t)-

ye = H(xt, z¢, £+) where z, : omitted variables.

ye = I(t, x¢, €¢).

ye = J(J).

yve=K(t, (71, 96), (s - oo %e), (V1 -+ -5 Yeo1)s €ty Z2).-
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Prediction strategy

On the other hand, a realistic prediction cannot be completely
arbitrary.

@ We have to be able to compute y; it can depend on
(X1, ., xt) and ()1, .-, e 1)

@ It must be computationnally feasible.

@ We can use expert advice.
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What performance can we achieve in this setting ?

Consider binary classification with £(y,y") = 1(y # y'), as we
allowed y; = J(J:), the opponent can always chose y, = 1 — y;

which leads to
-

Z é()/}h Yt) =T.

t=1

On the other hand, many real world phenomena can be “quite
well" described by models. These models allow to do “sensible”
predictions.

The extreme case would be the constraint y; = f(x;), where
f € F for a known class F. This is called the realizable case.
Let's study it as a toy example when F is finite.

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

A naive strategy

Here y; = fi«(x;) where i* € {1,..., M} is unknown.

Naive strategy

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples

The regret

A naive strategy

Here y; = fi«(x;) where i* € {1,..., M} is unknown.

Naive strategy

Start with (1) =1 and C(1) = {1,..., M}. At step t,

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples

The regret

A naive strategy

Here y; = fi«(x;) where i* € {1,..., M} is unknown.

Naive strategy

Start with (1) =1 and C(1) = {1,..., M}. At step t,
Q predict ¥, = fi)(x:), observe y,

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

A naive strategy

Here y; = fi«(x;) where i* € {1,..., M} is unknown.

Naive strategy

Start with (1) =1 and C(1) = {1,..., M}. At step t,
Q predict ¥, = fi)(x:), observe y,

C(t+1)={iec C(t): fi(x) = y:},
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A naive strategy

Here y; = fi«(x;) where i* € {1,..., M} is unknown.

Naive strategy

Start with (1) =1 and C(1) = {1,..., M}. At step t,
Q predict ¥, = fi)(x:), observe y,

C(t+1)={ie C(t): fi(x) =y},
Q update { i(t+1)=minC(t+1).
T
VT, Y (P ye) <M —1.
t=1
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Remind that we have to assume that one of the experts is
never wrong. Is there such an expert?

This is not a realistic example, so let us imagine a data
scientist built a perfect IA.

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 W DL W W DL W

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 DL DL

t=2 DL DL W DL

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 DL DL

t=2 DL DL

=

DL

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 DL DL

I
=

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 DL DL

I
=

t=3 W DL W

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 DL DL

I
=

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 DL DL

I
=

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 DL DL

I
=

t=4 DL W

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 DL DL

I
=

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 DL DL

I
=

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Naive strategy : an example

t=1 DL DL

I
=

t=3 DL
t=4 DL
t=5

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples

The regret

The halving algorithm

(Still y; = fix(x;) where i* € {1,..., M} is unknown).

The halving algorithm

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

The halving algorithm
(Still y; = fi(x;) where i* € {1,..., M} is unknown).

The halving algorithm

Start with (1) =1 and C(1) = {1,..., M}. At step t,

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

The halving algorithm
(Still y; = fi(x;) where i* € {1,..., M} is unknown).

The halving algorithm

Start with (1) =1 and C(1) = {1,..., M}. At step t,
© predict y; = “majority vote in C(t)", observe y;,

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

The halving algorithm

(Still y; = fix(x;) where i* € {1,..., M} is unknown).

The halving algorithm

Start with (1) =1 and C(1) = {1,..., M}. At step t,
© predict y; = “majority vote in C(t)", observe y;,
Q update C(t+ 1) = {i € C(t) : fi(xc) = y:}-

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

The halving algorithm

(Still y; = fix(x;) where i* € {1,..., M} is unknown).

The halving algorithm

Start with (1) =1 and C(1) = {1,..., M}. At step t,
© predict y; = “majority vote in C(t)", observe y;,
Q update C(t+ 1) = {i € C(t) : fi(xc) = y:}-

.
VT, Y (e, ye) < loga(M).

t=1

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 W DL W W DL W

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 W DL W W DL w

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 DL DL

t=2 DL DL W DL

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 DL DL

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 DL DL

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 DL DL

t=3 W DL W

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 DL DL

t=3 w DL

=

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 DL DL

t=3 DL

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 DL DL

t=2 W

t=3 DL

t=4 DL W

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 DL DL

t=2 W

t=3 DL

t=4 DL W

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 DL DL
t=2 W

t=3 DL

t=4 DL

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : an example

t=1 DL DL
t=2 W

t=3 DL

t=4 DL

t=5

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

t=1 W DL DL DL DL W

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

t=2 DL DL

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

t=1 DL DL DL DL
t=2
t=3 DL W

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

t=1 DL DL DL DL
t=2
t=3 DL W

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

t=1 DL DL DL DL
t=2
t=3 DL

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

t=1 DL DL DL DL
t=2

t=3 DL

t=4

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Halving algorithm : another example

t=1 DL DL DL DL
t=2

t=3 DL

t=4

t=5

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

A feasible objective

Two extremes :
@ playing against the devil y, =1 — y;,

@ assuming a true, exact model F.

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

A feasible objective

Two extremes :
@ playing against the devil y, =1 — y;,
@ assuming a true, exact model F.

Real-life is somewhere in between !

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

A feasible objective

Two extremes :
@ playing against the devil y, =1 — y;,
@ assuming a true, exact model F.
Real-life is somewhere in between !

Strategy such that

Zg(.ytayt = mfZE Xt }/t + B(T)

as small as possible ! !

~~
= T in the worst case (devil),

= 0 in the ideal case (true model),
almost always in between.
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The regret

C(f(xe), ye)+B(T)

N—h
104-

Z g(},}tu Yt)ﬁ i

t=

n
S

[y
N —_
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.
Regret(T) U(Je, ye)— figjrzﬁ(f(xt),yt)SB(T)
t=1

,.f
Il
—

Objective

Strategy such that Regret(T) < B(T) as small as possible, at
least B(T) = o(T).
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M-

.
Regret(T) U(Je, ye)— figjrzﬁ(f(xt),yt)SB(T)
t=1

,.f
Il
—

Objective
Strategy such that Regret(T) < B(T) as small as possible, at
least B(T) = o(T).

We'll see that
o for a bounded ¢, B(T) = O(V/T) always feasible with a
randomized strategy.

@ deterministic results, and B(T) = O(log(T)) or even
B(T) = O(1), possible under more assumptions.
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Important remarks

© Common misunderstanding :
machine learning ~ prediction, opposed to modelization.

© However | modelization (economics, physics,
epidemiology) is required to build F :

:
> UFeye) < inf > U(F(x). ye) + B(T).

t=1 t=1

© Common mistake : machine learning provides good
predictions in practice, but has no theoretical ground.

© Wrong ! We'll see some theoretical results below.

Pierre Alquier, RIKEN AIP Title



Setting of the problem Definitions
Toy examples
The regret

Proposition

My own view is that machine learning theory is itself a model
for “the performance of a scientist who uses a model for
prediction in an environment where the model might not be

exactly correct”.

Pierre Alquier, RIKEN AIP Title
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Exponentially Weighted Aggregation (EWA)
o

© Exponentially Weighted Aggregation (EWA)
@ Prediction with expert advice
@ Examples : air quality / GDP growth
@ The infinite case

Pierre Alquier, RIKEN AIP Title



Prediction with expert advice
Exponentially Weighted Aggregation (EWA) Examples : air quality / GDP growth
The infinite case

Finite number of predictors

Let us start with the case of a finite set of M predictors :

F=(h,-- ).
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Finite number of predictors

Let us start with the case of a finite set of M predictors :

F=(h,-- ).

What should the fi's be ?
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Finite number of predictors

Let us start with the case of a finite set of M predictors :
F=(f,..., ).
What should the f;'s be ? By including side information in X;

such as the past X; = (x1, y1, ..., Xt_1, Yt_1, Xt), We can have
rich predictors. For example :

ﬂ(;(t) = B\tTXf
where

ﬁt = arg mlnz BTX,

Pierre Alquier, RIKEN AIP Title



Prediction with expert advice
Exponentially Weighted Aggregation (EWA) Examples : air quality / GDP growth
The infinite case

Expert advice

More importantly, we can use “expert advice” : an expert e
proposes at each time t a forecast y7, why not using it?
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Expert advice

More importantly, we can use “expert advice” : an expert e
proposes at each time t a forecast y7, why not using it?

For a while, we forget about the x;'s. At each time t, M
different forecasts are proposed :
(1 ~(M
GO, 9.
Some come from models, others from experts. For short we

refer to all of them as “experts advice”. | have to make my own
prediction y; based on this.

Pierre Alquier, RIKEN AIP Title
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Expert advice

More importantly, we can use “expert advice” : an expert e
proposes at each time t a forecast y7, why not using it?

For a while, we forget about the x;'s. At each time t, M
different forecasts are proposed :
(1 ~(M
GO, 9.
Some come from models, others from experts. For short we

refer to all of them as “experts advice”. | have to make my own
prediction y; based on this.

Regret(T) = Zé(yt,yt i mm ZE ,yt
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The infinite case

Randomized EWA strategy

EWA : Exponentially Weighted Aggregation. Input :
@ learning rate n > 0,
o initial weights py(1), ..., pi(M) > 0 with 37 p(i) = 1.
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Randomized EWA strategy

EWA : Exponentially Weighted Aggregation. Input :
@ learning rate n > 0,
o initial weights py(1), ..., pi(M) > 0 with 37 p(i) = 1.

Algorithm 1 EWA (Randomized version)
1. fori=1,2,... do
2:  Draw I, with P(l; = i) = p.(/)

3:  Predict §, = }7t(lt),

= t i) exp[— Z At(i), t
4: y; revealed, update p,1(i) = Z“,”) (p) (j)p[ p’;f;f(f(’j))]y 5
j=1 Pt ex + Yt

5. end for

Pierre Alquier, RIKEN AIP Title
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The infinite case

Guarantees (in expectation)

Assume that ¢(-,-) € [0, C] (e.g. classification). Then

C2T  log(M
n +0g()

E (Regret(T)) < g p
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The infinite case

Guarantees (in expectation)

Assume that ¢(-,-) € [0, C] (e.g. classification). Then

C2T  log(M
n +0g()

E (Regret(T)) < g p

— l M = [E (Regret(T)) < C

T log(M)
C T i

2
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The infinite case

Guarantees (in expectation)

Assume that ¢(-,-) € [0, C] (e.g. classification). Then

C2T  log(M
n +0g()

E (Regret(T)) < g p

— l M = [E (Regret(T)) < C

T log(M)
C T i

2

@ the expectation is only w.r.t the algorithm. No
assumption on the data.
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The infinite case

Guarantees (in expectation)

Assume that ¢(-,-) € [0, C] (e.g. classification). Then

C2T  log(M
n +0g()

E (Regret(T)) < g p

— l M = [E (Regret(T)) < C

T log(M)
C T i

2

@ the expectation is only w.r.t the algorithm. No
assumption on the data.

@ possible to take n; ~ 1/+/t.
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The infinite case

Guarantees (in expectation)

Assume that ¢(-,-) € [0, C] (e.g. classification). Then

nC2T  log(M)
_l’_
8 n

E (Regret(T)) <

= % &L;M) = E (Regret(T)) < C TI%(M).

@ the expectation is only w.r.t the algorithm. No
assumption on the data.

@ possible to take n; ~ 1/+/t.
@ what about deterministic prediction ?

Pierre Alquier, RIKEN AIP Title
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EWA strategy

Input :
@ learning rate n > 0,

e weights pi(1),..., pi(M).
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The infinite case

EWA strategy

Input :
@ learning rate n > 0,

e weights pi(1),..., pi(M).

Algorithm 2 EWA
cfori=1,2,... do _
Predict y, = Z,"il pe(7) Ar(l):

1
2
3:  y; revealed, update pyy1(i) =
4

pe(i) exp[—nl(7{" yr)]

M pe(i) exp[—nt(39) ye)]

. end for

Pierre Alquier, RIKEN AIP Title
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EWA - theorem

Assume that 0 < ¢ < C and / is convex. Then

2
< nC*T N log(M)
8 U

Regret(T)
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The infinite case

EWA - theorem

Assume that 0 < ¢ < C and / is convex. Then

nC2T  log(M)
= .
8 n

Regret(T) <

In other words, without any assumption on the data, with

log(M
77_ /8og7§)

S ey < min S0 (5875.) + ¢y LB

Pierre Alquier, RIKEN AIP Title
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The infinite case

EWA - theorem

Theorem
Assume that 0 < ¢ < C and / is convex. Then, with

1 [8log(M)
= t
Then
Regret(T) < 2C TI%(M) + 4 /log <A8/l>

Pierre Alquier, RIKEN AIP Title
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Example 1 : air quality prediction

! Journal de la Société Frangaise de Statistique

VoL 151 o, 2(2010)

de H
ie générale et icati ala
prévision de la qualité de I'air et a celle de la
consommation électrique

qubty forccaing

ASSICae v

Title
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The data and the problem

@ 126 days during summer 2001. 241 stations in France and
Germany.
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The infinite case

The data and the problem

@ 126 days during summer 2001. 241 stations in France and
Germany.

@ one-day ahead prediction, quadratic loss.
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Exponentially Weighted Aggregation (EWA) Examples : air quality / GDP growth
The infinite case

The data and the problem

@ 126 days during summer 2001. 241 stations in France and
Germany.
@ one-day ahead prediction, quadratic loss.

@ typical ozone concentrations between 40pgm—2 and
150pugm~3, a few extreme values up to 240ugm 3.
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Prediction with expert advice
Exponentially Weighted Aggregation (EWA) Examples : air quality / GDP growth
The infinite case

The data and the problem

@ 126 days during summer 2001. 241 stations in France and
Germany.

@ one-day ahead prediction, quadratic loss.

@ typical ozone concentrations between 40pgm—2 and
150pugm~3, a few extreme values up to 240ugm 3.

@ M = 48 experts taken from a paper in geophysics by
choosing a physical and chemical formulation, a numerical
approximation scheme to solve the involved PDEs, and a
set of input data.

Pierre Alquier, RIKEN AIP Title
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The infinite case

Prediction by the experts

110 T T T T
100
90
80
70
60
50
40

| ! !
30O 5 10 15 20

Figure — Predictions by the 48 experts for one day at one station.
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Examples : air quality / GDP growth

Exponentially Weighted Aggregation (EWA)
The infinite case

Numerical performances

‘RMSE
Best expert | 22.43

Uniform mean | 24.41
EWA 21.47

Figure — Numerical performances (RMSE).
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Weights

0.9

The infinite case

0.8
0.7
0.6

0.5 |
0.4 \ / |
0.3

0.2 l\ J, \v‘
Y0 20 40

Figure — Evolution of

Pierre Alquier, RIKEN AIP

the weights p;(t) w.r.t t.
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The infinite case

Example 2 : GDP growth in France

Prediction of Quantiles by Statistical Learning
and Application to GDP Forccasting

Data from :

Pierre Alquier' and Xinoyin Lit

! LPAA (Universie Py
175, rue du Chevler

1%

IN

xigoyin 10w corgy. £

w
m
m

siven family for @
the quantile s function

We apply these r
{or the French Grass
Dot et (D)ot i peoning e

Keywords: St i ey e
GDP &

Introduction

Motivated by cconomies probleus, the prediction of tine serics s one of the wmost
Cnblematic problems of statistics, s methodologies are used that come
from such varions fields as prrametric statistics, statistical learning, computer

science or game theory
In the paramctsic approach, onc asumes that the time series is generated

22008 2002
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Example 2 : GDP growth in France

Prediction of Quantiles by Statistical Learning
and Application to GDP Forccasting

e At o Data from

1%

IN

w
m
m

It is a French institution si-
milar to :

i paramctric approsch, one asumes ¢

DepepanbHan cnyxba
rocyfapcTBEHHOM CTaTUCTUKK
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GDP growth forecasting

Objective : during the 3rd month of quarter t, predict what
will be the GDP growth during the quarter : AGDP,.
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GDP growth forecasting

Objective : during the 3rd month of quarter t, predict what
will be the GDP growth during the quarter : AGDP,.

Available from INSEE :

INSEE
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GDP growth forecasting

Objective : during the 3rd month of quarter t, predict what
will be the GDP growth during the quarter : AGDP,.

Available from INSEE :

© the past : AGDP;_q, ...,
AGDP¢, with t =1 :

INSEE 1988-T1.
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GDP growth forecasting

Objective : during the 3rd month of quarter t, predict what
will be the GDP growth during the quarter : AGDP,.

Available from INSEE :

© the past : AGDP;_q, ...,
AGDP;, with t =1
1988-T1.

© French business surveys.

INSE

my
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GDP growth forecasting

Objective : during the 3rd month of quarter t, predict what
will be the GDP growth during the quarter : AGDP,.

Available from INSEE :

© the past : AGDP;_q, ..
AGDP¢, with t =1 :

INSEE 1988-T1.

© French business surveys.

© much more...

Pierre Alquier, RIKEN AIP Title
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Business surveys

Business surveys : forms sent monthly to big companies, and
to a sample of small companies. These data are to be taken
into account because
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Business surveys

Business surveys : forms sent monthly to big companies, and
to a sample of small companies. These data are to be taken
into account because

© they don't come from economists, but from economic
agents.
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Business surveys

Business surveys : forms sent monthly to big companies, and
to a sample of small companies. These data are to be taken
into account because

© they don't come from economists, but from economic
agents.

© they are available almost immediately. During the 3rd
month of quarter t, the analysis of the forms for the 1st
and the 2nd months are already known.

Pierre Alquier, RIKEN AIP Title
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Business surveys

Business surveys : forms sent monthly to big companies, and
to a sample of small companies. These data are to be taken
into account because

© they don't come from economists, but from economic
agents.

© they are available almost immediately. During the 3rd
month of quarter t, the analysis of the forms for the 1st
and the 2nd months are already known.

— this information is summarized in the business climate
indicator I,_1.

Pierre Alquier, RIKEN AIP Title
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The experts

30" CIRET Conference, New York, October 2010 | n thIS pa per M A Cornec

_ - _ proposed simple econometric
Constn_lcllr]g a conditional G.DP fan chart with an

application to French business survey data m O d e | S t h at Ca n b e See n a s

Matthieu CORNEC

WA s S experts :

Abstract

g economic forecasters, it has become a more common praciice (o provide point
projection wih a densiy forecast, This realitic view acknowledges that nobody can predict
future evolution of the economic outlook with absolute certainty. Interval confidence and densiy
forecasis have tools
o any pont forecast (or a review see Tay and Walis 2000). Since 1996, the Central Bank of

Moreover, our Forecasting Risk Index increased substantally in this period of turbulence,
showing signs of growing uncertainty.

Key Words: ~ density forecast, quantie fegression, business tendency surveys, fan char

JEL Classification: ~ E32, E37, E66, C22
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The experts

30" CIRET Conference, New York, October 2010 | n thIS pa per M A Cornec

_ - _ proposed simple econometric
Constn_lcllr]g a conditional G.DP fan chart with an

application to French business survey data m O d e | S t h at Ca n b e See n a s

Matthieu CORNEC

WA s S experts :

I s e @ forecasts similars to

forecasis have tools
o any pont forecast (or a review see Tay and Walis 2000). Since 1996, the Central Bank of

Samaleiompt oty e g b et ol T the ones by the most

Production (GDF) preciction In the Note de Conjonciure. Both methodoegies estimae

et o e -
ook . e agnll o 10 ey aceramy 5 . same. O he contny 1 5 comp | ex mo d e | su sed
e et

o ST SRt ST P S e B O b o

el e S, ks S s INSEE

St i, B o8 v 1 Pt e e Yy .
T e e e, s b L

is. Moreover, our Forecastig Risk Index increased substantally in ths period of turbulence,
showing signs of growing uncertainty.

Key Words: ~ density forecast, quantie fegression, business tendency surveys, fan char

JEL Classification: ~ E32, E37, E66, C22
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The experts

30" CIRET Conference, New York, October 2010 | n thIS pa per M A Cornec

_ - _ proposed simple econometric
Constn_lcllr]g a conditional G.DP fan chart with an

application to French business survey data mod els t h at Ca n be Seen as

Matthieu CORNEC

WA s S experts

Abstact
o “'Y.,‘Z"“iﬁﬁ"f"ﬁif.?’““’? m",;'f‘l"”m"“’mﬁﬂa";l o oy can oot o fO recasts simi |a rs to
R 6VOAAE of the oConome iookwihabsoae ceray. talconence and Jenshy
forecassna aas

o any pont forecast (or a review see Tay and Walis 2000). Since 1996, the Central Bank of

Samaleiompt oty e g b et ol T the ones by the most
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s 5 o
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s i T e T ——
e e e @ when AGDP, is small,
i ety e s e the accuracy
deteriorates.

JEL Classification: ~ E32, E37, E66, C22
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Forecastings

Out-of-sample forecasts

GDP growth rate(%)

—— GDP growth
© Forecast
: T T T T T
2000 2002 2004 2006 2008 2010

Figure — Using M. Cornec’s predictor and the absolute loss function

Ux,x") =|x = X|.
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Confidence intervals

Out-of-sample forecasts

0
e
w |
=}
&
3
g o
s ©
E
2
2
& S
G}
o
0
~ 7| — GDP growth
5%-quantile forecast h
95%-quantile forecast '

T T T T T T
2000 2002 2004 2006 2008 2010

Figure — Using quantile loss ¢(x, x") = (x — x")(7 — 1(x — x’ < 0)).
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The infinite case

Infinite family of predictors fy : X — R, 6 € ©.
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The infinite case

Infinite family of predictors fy : X — R, 6 € ©.

@ learning rate n > 0.
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The infinite case

Infinite family of predictors fy : X — R, 6 € ©.
@ learning rate n > 0.

@ prior distribution on ©, p; = 7.
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The infinite case

Infinite family of predictors fy : X — R, 6 € ©.
@ learning rate n > 0.

@ prior distribution on ©, p; = 7.

Algorithm 3 EWA (general case)
fori=1,2,... do
Ve = [ fa(xe)pe(d0),

1

2

sy reveled. update pe(1) = AL e
4: end for

Pierre Alquier, RIKEN AIP Title
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Regret bound in the general case

Assume that 0 < ¢/ < C. Then

T

ZE(}A’ty}/t) < ir;f [/ZE(@(M),%)P(CW)

t=1
C2T KL
L neeT | Kilpll7)
8 1
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The infinite case

Regret bound in the general case

Assume that 0 < ¢/ < C. Then

T

Zg(ﬁt,yt) < ir;f [/Zf(fb(xt),)’t)P(dﬁ)

t=1
C2T KL
L neeT | Kilpll7)
8 1

@ the inf. is with respect to any probability distribution p.
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Regret bound in the general case

Assume that 0 < ¢/ < C. Then

T

Zg(ﬁt,yt) < ir;f [/Zf(fb(xt),)’t)P(dﬁ)

t=1
C2T KL
L neeT | Kilpll7)
8 1

@ the inf. is with respect to any probability distribution p.
@ KL(p||m) is the Kullback divergence.
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Reminder

The Kullback divergence, or relative entropy :

KL(pllm) = 4 108 [ ()] p(dd) if p <,
400 otherwise.
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Reminder

The Kullback divergence, or relative entropy :

KL(pllm) = 4 108 [ ()] p(dd) if p <,
400 otherwise.

When 7 is uniform on {1,..., M} and when p is the Dirac
mass on i € {1,..., M} then

KL(pl|) = log(M)

so the result in the finite case is indeed a corollary of the
general result.

Pierre Alquier, RIKEN AIP Title
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Link with Bayesian statistics

Pe+1(d0) oc exp[—nl(fs(xc), ye)]pe(dO

o {H exp[—nl(fy(x;), y;)]} m(do).

i=1
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Link with Bayesian statistics

Pe+1(d0) oc exp[—nl(fs(xc), ye)]pe(dO

o {H exp[—nl(fy(x;), Yi)]} m(do).

i=1

Assume x; deterministic, yi ~ N(fp<(x¢),0?), take n = 1 and
Uy,y') = >

. Then the likelihood is given by

‘C(Qayla SR >yt) = Hexp[_nf(fé(xf)ayf)]

i=1
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Link with Bayesian statistics

Pe+1(d0) oc exp[—nl(fs(xc), ye)]pe(dO
t
x {Hexp[—né(fe(x,-),y,-)]} (a),
i=1
Assume x; deterministic, y; ~ N (fp-(x;), 0?), take n = 1 and

Uy,y') = (y;;;,)z. Then the likelihood is given by

‘C(Qayla SR >yt) = Hexp[_nf(fé(xf)vyf)]

i=1

= pey1(d0) oc L(6, y1, - - -, ye)m(dO) o< w(Olya, - - -, i)




Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Online gradient and online variational inference

© Online gradient and online variational inference
@ Online gradient algorithm
@ Example : glass identification
@ Online variational inference
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Online gradient algorithm
Example : glass identification

Online gradient and online variational inference Online variational inference
Context
Q@ O x given
@ predict y; : 1
© 1 is revealed, we suffer loss (91, y1).
Q@ O x given
(2] predict Yo iV
O y» revealed, we suffer loss £(95, y»).
(3]

and this time, we would like to use a model like

Ve = <9t7Xt> .
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Online gradient algorithm
Example : glass identification

Online gradient and online variational inference Online variational inference
Context
Q@ O x given
@ predict y; : 1
© 1 is revealed, we suffer loss (91, y1).
Q@ O x given
(2] predict Yo iV
O y» revealed, we suffer loss £(95, y»).
(3]

and this time, we would like to use a model like
V= <9t7Xt> .

More generally, we study y, = g(0;, x;).
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

OGA

Input :
@ learning rate n > 0,
@ starting value 6y, often 0,
@ link function g(f, x) convex in 6, loss {(y, y’) convex

ny.
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

OGA

Input :
@ learning rate n > 0,
@ starting value 6y, often 0,
@ link function g(f, x) convex in 6, loss {(y, y’) convex in y.

Algorithm 3 OGA

1: fori=1,2,... do

2:  Predict 9, = g(0:, x;),
3:  y; revealed, update

0
Ory1 =0 — n@f(g(&, Xt)7)’t)-

4: end for

Pierre Alquier, RIKEN AIP Title



Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

OGA - theorem

Assume that 6 — ¢(g(0, x), y) is convex and L-Lispchitz with
respect to 6, then :

T T

2
S5 < o, 3 a0y + g i

t=1
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

OGA - theorem

Assume that 6 — ¢(g(0, x), y) is convex and L-Lispchitz with
respect to 6, then :

T T

. . 16112 2
;g(ytayt) < eler}l{d ;g(g(eaxt)ayt) + W +nTL"
Choose B > 0 and n = \Zf to obtain :
T T
D (y) < inf > (g0 x). ye) + BLV2T.
t=1 t=1
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

OGA - theorem

Assume that 6 — ¢(g(0, x), y) is convex and L-Lispchitz with
respect to 6, then :

T T

. . 16112 2
;g(ytayt) < eler}l{d ;g(g(eaxt)ayt) + W +nTLl”
Choose B > 0 and n = \Zf to obtain :
T T
Zé Ves Yt) inf ((g(0,xt), ye) + BLV2T.
=1 ||9||<B ]
The choice n; = Ieads to similar rate with worse constant.
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Example : glass identification
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Online gradient algo
Example : glass identification
Online gradient and online variational inference Online variational inference

Example : glass identification
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Glass identification

Dataset from the Machine Learning Repository :

https ://archive.ics.uci.edu/ml/index.php

y+ = 1 (window) or y; = —1 (non window) ; attributes : x;
(chemical composition).
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Glass identification

Dataset from the Machine Learning Repository :

https ://archive.ics.uci.edu/ml/index.php

y+ = 1 (window) or y; = —1 (non window) ; attributes : x;
(chemical composition).

Prediction : y; = (0, x;). Loss : {(9,y) = (1 — Jy)+.

Pierre Alquier, RIKEN AIP Title



Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Glass identification

Dataset from the Machine Learning Repository :

https ://archive.ics.uci.edu/ml/index.php

y+ = 1 (window) or y; = —1 (non window) ; attributes : x;
(chemical composition).

Prediction : §; = (0, x;). Loss : (9,y) = (1 — yy)+

Bl U< O, xe >, 1) = { —yexe i sign(< Op, x¢ >) # yi

0 otherwise,

0 50 100 150 200
Time step t
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Glass identification

Dataset from the Machine Learning Repository :

https ://archive.ics.uci.edu/ml/index.php

y+ = 1 (window) or y; = —1 (non window) ; attributes : x;
(chemical composition).

Prediction : §; = (0, x;). Loss : (9,y) = (1 — yy)+

Bl U< O, xe >, 1) = { —yexe i sign(< Op, x¢ >) # yi

0 otherwise,

10

200 —— online gradient —— online gradient
purely random purely random
175
L1
150 .
; Tol
Eous g 06
5 100 &
F g oa
E B &
E
= 02
-] /_/_/_,—""_’/_’
0 o 0o
0 50 100 150 200 o 50 100 150 200

Time step t Time stept
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Online gradient and online variational inference

© Online gradient and online variational inference
@ Online gradient algorithm
@ Example : glass identification
@ Online variational inference

Pierre Alquier, RIKEN AIP Title



Online gradient and online variational inference

Co-authors

ENSAE

IP PARIS

Variational Inference. ACML.

Online gradient algo
Example : glass ider
Online variational inference

@ RIKZN
AIP

Advanced Intelligence Project

Approximate Bayesian Inference team

https : / /emtiyaz.github.io/

Chérief-Abdellatif, B.-E., Alquier, P. and Khan, M. E. (2019). A Generalization Bound for Online

ierre Alqui

, RIKEN AIP

Title



Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Bayes and computational efficiency

(Generalized) Bayes rule non feasible in complex models
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Bayes and computational efficiency

(Generalized) Bayes rule non feasible in complex models

P [‘” ZW@(X’-‘W] (0) ¢ min 3 Ea, w(fe(xo,yt)n’“(;’”“)
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Bayes and computational efficiency

(Generalized) Bayes rule non feasible in complex models

T-1

exp [—n S afa(xt),m] 7(6) < min 3 Eonp [€(fo(x), )

t=1!

n KL(p||~)
n

TOPIC:
Deep Learning with
Bayesian principles

TOPIC:
Variational Bayes

By Tamara Broderick, MIT By Emtiyaz Khan, RIKEN

Pierre Alquier, RIKEN AIP Title



Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Online variational inference

@ propose a parametric family of probability distributions :

(qu)-

@ approximate p; by some q,,.
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Online variational inference

@ propose a parametric family of probability distributions :

(qu)-

@ approximate p; by some q,,.

How 7 We could for example perform an online gradient
algorithm on f for :

]EGN% [é(fe(xt% }/t)]-
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Online variational inference

@ propose a parametric family of probability distributions :

(qu)-

@ approximate p; by some q,,.

How 7 We could for example perform an online gradient
algorithm on f for :

]EGN% [é(fe(xt% }/t)]-

But there is a better thing to do...

Pierre Alquier, RIKEN AIP Title



Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Reminder on online gradient

Ve = fo,(x¢) and 0.1 = 0 — nVel(fo,(x¢), Vt)- J
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Reminder on online gradient

Ve = ﬁ%(xt) and Ory1 =0, — nveft(Ht)- J
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Reminder on online gradient

Ve = ﬁ%(xt) and Ory1 =0, — nveft(Ht)- J

Note that ;.1 can be obtained by :

t 16 — 6.
. —lv1
o m{r3mam) 3]

_ 0 — 6,
Q min {<9, Vg&(&t)> + %} .

Pierre Alquier, RIKEN AIP Title



Online gradient algori
Example : glass ider
Online gradient and online variational inference Online variational inference

Two options for online VI
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Two options for online VI

© Sequential Variational Approximation (SVA) :

. | 0 — 6]
tr1 = argmln HZV% +277/ ,

@ Streaming Variational Bayes (SVB) :

. 16 — 61"
Orp1 = arg min {<9: v0£t(9t)> + Qr/t :
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Two options for online VI

© Sequential Variational Approximation (SVA) :

) | 0 — 6]
Hl—argmm HZV% +277/ ,

: KL(qu, ™
fess = arg min {<u > ViEona, W)]> + (Z)} .
s=1

@ Streaming Variational Bayes (SVB) :

. 16 — 61"
Orp1 = arg min {<9: v0£t(9t)> + Qr/t :
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Two options for online VI

© Sequential Variational Approximation (SVA) :

) 7 0 — ]2
Hl—argmm HZV% +277/ ,

i KL(q,. ™
’“‘f“:arg”‘,:“{<%Zme~qusws(9n>+ (j; )}.
s=1

@ Streaming Variational Bayes (SVB) :

. 16 — 6,7
Orr1 = arg min {<9: v0£t(9t)> + 2,/t :

- KL(qw, G,
fles1 = arg min {<u VuEeNqM[ﬁt(e)D + M} |
" 1
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

SVA & SVB are tractable, and not equivalent

Example : Gaussian prior § ~ m = N(0, s?/) and mean-field
Gaussian approximation, u = (m, o).
SVA : meyy < my — 15°8m,, 8ii1 < &t + 8o
Or1 < h(nsget1) s,
SVB : miy1 ¢ my — 102 8m,,
O¢y1 < 0ch(10:85,)

where h(x) := v/1+ x? — x is applied componentwise, as well
as the multiplication of two vectors, and

0

gmt = a_mEeNﬂ'mt,at [‘gt(e)L

_ 0
ga't - a_O_EQNﬂ'mt,Ut [Et(e)]

Pierre Alquier, RIKEN AIP Title



Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Theoretical analysis of SVA

Under convexity and L-Lipschitz assumption on the loss, under
a-strong convexity assumption on the KL term, SVA leads to

S Eoeq, [6:(0)]

< inf {ZEGw; 10(0)] + nL2T . KLy )}_

n

Pierre Alquier, RIKEN AIP Title



Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Theoretical analysis of SVA

Under convexity and L-Lipschitz assumption on the loss, under
a-strong convexity assumption on the KL term, SVA leads to

3 Eoma (0]
< |nf {ZEGNq 10.(0)] + L2T KL(CI,“ )}

n

Application to Gaussian approximation leads to
T T oL
tz; Eo~q,,[(:(0)] < ir;ftz; (e(0) + (14 0(1))—+/dT log(T).
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Online gradient algorithm
Example : glass identification

Online gradient and online variational inference Online variational inference

Theoretical analysis of SVB

Using Gaussian approximations, assuming the loss is convex,

L-Lipschitz and the parameter space bounded (diameter = D),
SVB with adequate 7 leads to

-
> te(Bong,, (9)) < mfZE 0) + DLV2T.
t=1
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Theoretical analysis of SVB

Theorem 2

Using Gaussian approximations, assuming the loss is convex,
L-Lipschitz and the parameter space bounded (diameter = D),
SVB with adequate 7 leads to

-
> te(Bong,, (9)) < mfZE 0) + DLV2T.
t=1

If, moreover, the loss is H-strongly convex,

tiet (Bomq,, (8)) < mfZE ”F'/Ogm).

Pierre Alquier, RIKEN AIP Title




Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Test on a simulated dataset

Classification - Toy Dataset

0.300
0.275
0.250
0.225
0.200

Loss

0.175

0.150 —

0.125 M

0.100 T T T T
1000 2000 3000 4000 5000

Figure — Average cumulative losses on different datasets for
classification and regression tasks with OGA (yellow), OGA-EL
(red), SVA (blue), SVB (purple) and NGVI (green).
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Test on the Breast dataset

Classification - Breast Cancer

Loss
o
N
1

0.1

\N\;\J‘J\J\‘

100 200 300 400 500

0.0
Figure — Average cumulative losses on different datasets for

classification and regression tasks with OGA (yellow), OGA-EL
(red), SVA (blue), SVB (purple) and NGVI (green).
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Example : glass ider
Online gradient and online variational inference Online variational inference

Open questions
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Open questions

© Analysis of SVB in the general case.
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Open questions

© Analysis of SVB in the general case.
© Analysis of the uncertainty quantification.
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Open questions

© Analysis of SVB in the general case.

© Analysis of the uncertainty quantification.

© NGVI is the next step in going closer to algorithms used
to train Neural Networks with Bayesian principles. But
being based on a different parametrization, it does not
satisfy our convexity assumption...
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Online gradient algorithm
Example : glass identification
Online gradient and online variational inference Online variational inference

Open questions

© Analysis of SVB in the general case.

© Analysis of the uncertainty quantification.

© NGVI is the next step in going closer to algorithms used
to train Neural Networks with Bayesian principles. But
being based on a different parametrization, it does not
satisfy our convexity assumption...

Uses exponential family approximations {q,, 1 € M}
where m is the mean parameter. Denoting A the natural
parameter (with A = F(u)),

Aes1 = (L= p)Ae + pV,uEonq,, [(:(0)],

@ M. E. Khan, D. Nielsen (2018). Fast yet Simple Natural-Gradient Descent for Variational
Inference in Complex Models. ISITA.
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Online gradient algorithm
Example : glass identification

Online gradient and online variational inference Online variational inference

Thank you!
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