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Welcome to the post-Bayes seminar series ! J
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Where recorded seminars are stored :

Please share widely !
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Welcome to the post-Bayes seminar series ! J

During talk :
@ Use Q/A function in zoom
@ Other questions can be upvoted
@ We will try to monitor questions and ask relevant ones in natural
breaks
After talk :
@ Raise your hand in zoom
@ We will do our best to decide who gets to ask a question fairly

@ We will do our best to resolve remaining questions in Q / A function
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o PAC-Bayes bounds : introduction
@ Generalization bounds and PAC-Bayes
@ Minimization of the PAC-Bayes bound
@ References

@ Relevance of PAC-Bayes in the post-Bayes community
@ Rates of convergence
@ Analysis of generalized posteriors
@ Mutual Information bounds : optimizing the prior
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Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
References

PAC-Bayes bounds : introduction

@ Objects x € X, labels y € V.
@ Predictor : function fy : X — ) indexed by 6 € ©.

heron
hornbill
kingfisher

swallow
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PAC-Bayes bounds : introduction

@ Prediction error measured through loss function ¢ :

4 (y, fé(X)) :

@ Risk :
R(0) := E(x,v)~p [5<Y, fe(X)ﬂ-

where P is the probability distribution of pairs
object-label we want to learn to classify.

@ Objective :

R* = glgg R(0).

e Data (X1, Y1),...,(X,, Y,) i.id. from P. Empirical risk :

R(0) = ié(Y;, fe(X;)>-

n<
i=1
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Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound

PAC-Bayes bounds : introduction

References

Toy example :
@ X uniform on [0, 1],

oY =2X—1]+e

15

10
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PAC-Bayes bounds : introduction

@ Prediction by regular histogram with k-bins.
o Uy, fy(x)) = (v — fi(x))*

— k=10

15

10
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@ Prediction by regular histogram with k-bins.
o Uy, fy(x)) = (v — fi(x))*

15

10
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PAC-Bayes bounds : introduction

@ Prediction by regular histogram with k-bins.
o Uy, fy(x)) = (v — fi(x))*

— k=100

15

10
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PAC-Bayes bounds : introduction

—— Empirical Risk.
al st Risk

10

Pierre Alquier, ESSEC Business School PAC-Bayes



Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
References

PAC-Bayes bounds : introduction

Law of large numbers : for a fixed 6,

n

Rol0) = = 3 ¢( Vi (X)) — R(O).

- n—o0
i=1

But 6 = 0((X1, Y1), ..., (Xn, Ya)) = O(S) learnt from data.

Can we quantify R(A) — R,(f) when  is learnt ? )

Various approaches :
@ Vapnik-Chervonenkis theory,
o algorithmic stability,
@ information bounds : MDL, PAC-Bayes, etc.
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Assumption for
Unless specified otherwise, 0 < ¢ < 1 and data is i.i.d. from P.

Vapnik-Chervonenkis — classification () = {0,1})

With probability at least 1 — & on the data, for any 6 learnt
from the data,

8d log (%) + 8log (%)
n

R(9) < Ry(0) + \/

where d : the VC-dimension of the set of classifiers (3,0 € ©)

V.
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Statistical estimation / ERM etc.

data ——— estimator

(X xY)" — ©

S— §=6(S8)

Randomized estimators :

(X xY)" —— M(O) ------ > ©

Pierre Alquier, ESSEC Business School PAC-Bayes



Generalization bounds and PAC-Bayes
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PAC-Bayes bounds : introduction

References

McAllester's PAC-Bayes bound

Fix a prior distribution 7 € M(©). With probability at least
1 — ) on the data S, for any probability distribution p learnt
on the data,

KL(p|r) + log (2£)

Eop[R(0)] < Epe,p[Ra(0)] + on

KL(p||w) = Kiillback-Leibler divergence between p and 7

@ p can be learnt on the data, so if we have a randomized
estimator p in mind, we can apply the bound to p = p.

@ we will see later that the bound is helpful to define good
randomized estimators p.

Pierre Alquier, ESSEC Business School PAC-Bayes



Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
References
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[ntuition on KL :

@ 7 uniform on A

% not defined here.
dr

B ¢ A= KL(p|7) = 0.
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Intuition on KL :

@ 7 uniform on A

A
~14(0)
"=V
@ p uniform on B
0 = 3759
dp V(A)15(0)
BCA= OI7T(0) VB

KL(p||7) = Eg~, {Iog g—i(@)} = log %

Pierre Alquier, ESSEC Business School PAC-Bayes



Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
References

PAC-Bayes bounds : introduction

[ntuition on KL :

A

By(x, r) ball centered on x, with radius r in RY

Nia

™

V(Ba(x;r)) =

vla| &

r¢g+1)

@ 7 uniform on A = B,(0, C)
@ p uniform on B = By(fo, €)

KL(p||7) = log :jgg; = dlog %
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McAllester's PAC-Bayes bound

KL (pl|) + log (27

Eo~p[R(0)] < Eov,p[Ra(6)] + 2n

@ 7 uniform on © = B,4(0, C)
@ p = j uniform on By(0, )

dlog % + log <¥>

Eo5[R(0)] < Eop[Rn(0)] + 2n
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Toy classification example :
e X;e[-1,1],
o classifiers (fy)per—1,1] given by

0ifx<#0
fe(x):{ 1if x > 6.
o Y= 1 (X))
® o—© o—o © @
-1 +1
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Vapnik-type bound :

8log (2en) + 8log (%)
n

R(0) <
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PAC-Bayes :
@ 7 uniform on [—1, 1],

@ p uniform on [a, b].

log bfa + log (2‘5ﬁ>
2n

Egs[R(0)] <
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AR,(8)

FLAT
MINIMUM

> 0
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McAllester's PAC-Bayes bound
Fix prior 1 € M(©). With proba. at least 1 — §, Vp € M(©),

KL(pl|7) + log (2£7)

Egp[R(0)] < Eonp[Rn(0)] + 2n

Eop[R(0)] < Eop[Rn(9)]

{KL(,O“?T) + log (%ﬁ) A }

+ inf
A>0

;) *en
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VA > 0, B, [R(8)] < Ege [R(6)]

v

Definition - Gibbs posterior

R _exp(—AR,(0))
a(dO) = EﬁNﬂ[exp(—)\Rn(ﬁ))]W(dg)'

y

KL
7\ = argmin {EQNP[R,,(H)] + M} :
pEM(O) A

Sampling from @, by Monte-Carlo techniques...
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Approximate minimization of the PAC-Bayes bound. )
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YA > 0, Eou [R(0)] < Eoop[Ra(6)]

Alternative approach : optimize p in a smaller set 7 & M(©).

Definition - variational approximation of Gibbs posterior

I T

A

Example : p = N(p, X), optimize (u, X).
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PAC-Bayes bounds : introduction

Example : Gaussian prior 7, and we optimize a Gaussian
posterior p :

m = N (0, %0) and p = N (1, 1) in RY.

KL(p||7) = = |tr(X:X07Y) — d

N~

detZo

— Ty =1y, — log ———°
+ (p1 — po) " Xo~ (11 — po) + Ogdet)Zl
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7 =N (o, o) and p = N(u1,%1) in R.

112, (o — 111)? 2,
KL el I Ve . ST
(pllm) =3 Y, T %, 8%
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n/ N\

If 111 goes far away from g to oo,

2
fo — [
KL(p||7) ~ % — 00.
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[

If X1 — 0,

1 >
KL(p||7) ~ 5 log Z_? — 00.
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3 o
C
>+
h~)

With a sharp minimum, to keep

E9~N(§,Zl)[Rn(‘9)] ~ R,,(GA),

Y should be small, and thus KL(p||7) will be large.
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Generalization bounds and PAC-Bayes

Minimization of the PAC-Bayes bound
References

3 o
C
o>+
S

With a flat minimum,

EQNN(é,zl)[Rn(e)] ~ R,,(QA)

for X1 “not so small”, thus KL(p||7) does not have to be large.
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Application : generalization bounds for deep learning. )
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PAC-Bayes bounds : introduction

Train a neural network for
classification (0-1 loss).

Vapnik-type bound usually
lead to something larger
than 1, for example

R(0) < 35.4

As R() = P(Y # (X))
the bound brings no infor-
mation (vacuous).

rre Alquier, ESSEC Business School
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Computing Nonvacuous Generalization Bounds for Deep (Stochastic) Neural

Networks wit

h Many More Parameters than Training Data

Gintare Karolina Dziugaite
Department of Engincering
University of Cambridge

Abstract

One of the defining properties of d

ing is that models are chosen (o have many

remarkable that simple algorithms like SGD re-
lably
roadblock to explaining these phenomena in
terms of implicit regularization, structural prop-
ertes of the solution, and/or easiness of the
data is that many leaming bounds are quan-
titatively vacuous when applicd to
learned by St
Logial. i oner o explan generaizaton
we need nonvacuous bounds. We return to an
idea by Langford and Caruans (30005, who
ayes bounds o compute nonvac:
uwous numerical bounds on generalization error
for stochastic two-layer two-hidden-unit neural
networks via a sensitvity analysis. By
ing the PAC-Bayes bound direy
10 extend their approach and obi:
ous generalization bounds for deep stochastic
neural network classifiers with millions of pa-
rumeters trained on only tens of thousands of
examples. We connect our findings 10 recent
and old work on flat minima and MDL-based
explanations of generalization.

e solutions with low test error, One

1 INTRODUCTION

By opimieg » PAC-Bayes bound, we show that it is
possible ounds on the

aniel M. Roy
Department of Statistical Sciences
University of Toronto

for rained neural networks in the modern deep learning.
regime where the number of network parameters eclipses
the number of raining examples.

Mhebounds we compute e dt dependen incoporaing
aillions of components optimizex ally

alarge region in weight space with low average tmpmml

rro round e olation abuined by sochasic srdient

descent (SGD). The data dependence is essential: indeed.

the VC dimension of neural networks istypically bounded

below by the number of parameters, and s0 one

eters before (uniform) PAC

error falls below 1. To put this in concrete terms, on
MNIST, having even 72 hidden units i fully connected
firstlayer yields vacuous PAC bous

Evidently, we are operating far from the wors case: ob-

siderble thoreica i twodecadesagosBane
[Bar97; Bar9S] showed that, in large (sig
networks, when the learned weights are ol
tude, the ftshattring dimension is more mportan than
the VC dimension for characterizing generalization. In
particular, Bartlrt established clas) bounds
in terms of the empirical margin and the fatshattering
dimension. and then gave fat-shattering bounds for neu-
ral networks in terms of the magnitudes of the weights
and the depth of the network alone.  Improved nom-
based bounds were obtained using Rademacher and Gaus-
sian complexity by Bartlett and Mendelson [BMO2] and
Koltchinski and Panchenko [KP02],

These norm-based bounds are the foundation of our cur-

lizaion eror of deep sochastic neural networks
with millions of parameters, despite the training data sets
the

first explicit and nonvacuous numerical bounds computed

PAC-Bayes

of neural network i
eptcd that these bounds explain observed
genemhhmm\ at least “qualitatively” and/or when the
gularized. Indeed, recent work
1d Srebro [NTS14] puts forth
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Experiment T-600 T-1200 T-300% T-600° T-1200> T-600° R-600
Train error 0.00I 0.002 0.000 0000 0000 0.000 0.007
Test error 0.018 0018 0015 0016 0015 0013 0508

SNN trainerror ~ 0.028  0.027  0.027  0.028 0.029 0.027  0.112
SNN test error 0.034 0.035 0.034 0.033 0.035 0.032  0.503
PAC-Bayes bound 0.161  0.179  0.170  0.186 0.223 0.201 1.352
KL divergence 5144 5977 5791 6534 8558 7861 201131
# parameters 471k 943k 326k 832k 2384k 1193k 472k
VC dimension 26m 56m 26m 66m 187m 121m 26m

Table 1: Results for experiments on binary class variant of MNIST. SGD is either trained on (T) true labels or
(R) random labels. The network architecture is expressed as N'*, indicating L hidden layers with N nodes each.
Errors are classification error. The reported VC dimension is the best known upper bound (in millions) for ReLU
networks. The SNN error rates are tight upper bounds (see text for details). The PAC-Bayes bounds upper bound
the test error with probability 0.965.

Results taken from

@ Dzuigaite, G. K. and Roy, D. M. (2017). Computing Nonvacuous Generalization Bounds for Deep
(Stochastic) Neural Networks with Many More Parameters than Training Data. UAI.
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PAC-Bayesian Model Averaging

David A. MeAllester
ATAT Shaonon Labs

180 Park Avenie
Flotham Park, NJ 079320971
dmac@research att.com

Abstract

Bayesian learning methods combine the
mative priors of Dayesian methods with

distribution-free PAC guarantees. Building on
caxlier methods for PAC-Bay 5
tion, this paper presents & method for PAC

bounded loss is als given.

1 INTRODUCTION
APACBayeian approschtomachin lacingatempts
o combine of both PAC and Bayesian
approaches 12, 8]. TheBAyum:a roach has the ad.

of a Bayesian prior. The PAC approach has the ady
© that one can prove guarantees for generalization
error without assuming the truth of the prior. A PAC-

Baycsian approach combines the features o the PAC
and Bayesian approaches — i

oichn on an arbieey pror diteition:
th allowing the incorporaion o domln knowledse
uad yst provides u guarates o genralaaion error
thai i independent of any rath of fhe

o tho traning data. T dor this oteprearion o SRAL,

e compared both theortcally and expermentaly by
ental ovidence

a theoretical guarantee agaiost over-fitting independent
the prior

ler work on PAC-B:

cused on model selction —selecting cither a single con-

yesian algorith

cally important in certain
. in statistical language mod-

ipeech recogaition one “smooths” a trigram
model with a bigram model and smooths the bigram
model with & vaigram model bin Is os-
sential for minimizing the cross entropy between, say,

first build an overly large tree which over-fits the train-

sy 50
it the da [11.

Do pnabiny (MAP algorithms)areviewsd 338
kind of SRM algorithm. Various approaches to SRM

). An
pr o construct a weighted mix-
tureof the. of the original over-i tree. 10 is pos-
sibl o consizucta concis represetation fa welght

v ‘many di [3.9.4]

tures. A weighted mixture which gives too much weight
to models with low prior probability will over-fit the

Generalization bounds and PAC-Bayes
Minimization of the PAC-Bayes bound
References

Seminal  paper, that
contains the bound stated
earlier today.

Since then, various bounds

published
@ tighter,

@ with less assumptions

(i.i.d, bounded loss),

easier to optimize,

PAC-Bayes
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@ Seeger, M. (2002). PAC-Bayesian generalisation error bounds for Gaussian process classification.

Journal of Machine Learning Research.

B Maurer, A. (2004). A note on the PAC-Bayesian theorem. Arxiv preprint arXiv :cs/0411099.

@ Tolstikhin, I. and Seldin, Y. (2013). PAC-Bayes-empirical-Bernstein inequality. NeurlPS.

Tolstikhin and Seldin's PAC-Bayes bound, 2013

With proba. at least 1 — ¢, for any p,
Eop[R(0)] < Eop[Rn(0)]

KL(pl|) + log 22

+ 1/ 2Eg-.,[Rn(8)] p

KL + log 2/
Lo (pllm) + log =5
n
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PAC-Bayes bounds : introduction Generalization bounds and PAC-Bayes

Minimization of the PAC-Bayes bound
References

Bound on Ey.,[R(#)] — bound on R[Eg.,(0)] :

ﬁ Germain, P., Lacasse, A., Laviolette, F., Marchand, M. and Roy, J.-F. (2015). Risk bounds for the
majority vote : from a PAC-Bayesian analysis to a learning algorithm. Journal of Machine
Learning Research.

ﬁ Masegosa, A., Lorenzen, S., Igel, C. and Seldin, Y. (2020). Second order PAC-Bayesian bounds
for the weighted majority vote. NeurlPS.

Tight bound that allows to recover all the above, and more :

@ Germain, P., Lacasse, A., Laviolette, F. and Marchand, M. (2009). PAC-Bayesian learning of
linear classifiers. ICML.

Frangois Laviolette (1962-2021).
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Classical references :

Olivier Catoni

Institute of Mathematical Statistics
LECTURE NOTES-MONOGRAPH SERIES

Statistical Learning Theory
and Stochastic Optimization

2
H
£
2
K
=
=
g
3
2
=
H
g
S

Pac-Bayesian Supervised
Classification: The Th
of Statistical Learning

ly

Ecole d'Eté de Probabilités
de Saint-Flour XXXI - 2001 2

S O oo
@Springer
Ve 56
Connections with information theory Tighter bounds, oracle inequalities,
and MDL, oracle inequalities, rates of applications to Support Vector
convergence. Machines.
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Foundations and Trends® in Foundotions end Trends™ in
Machine Leaming
172

Both available on arXiv...
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Relevance of PAC-Bayes in the post-Bayes community

Mutual Information bounds : optimizing the prior

Catoni's PAC-Bayes bound, 2003
Fix A > 0 and 7. With proba. at least 1 — § on S, for any p,
KL(lm) +log} | A

A 8n’

EgNﬁ[R(g)] < EONﬁ[Rn(Q)] +

.

Catoni's PAC-Bayes bound in expectation, 2003

o Fix A > O, 7w and a randomized estimator ﬁ

Es |[EonplRO)]| < Es |EonslRal0)] + —4= +

v
B Catoni, O. (2003). A PAC-Bayesian approach to adaptive classification. Preprint LPMA 840.
@ Zhang, T. (2006). Information-theoretic upper and lower bounds for statistical estimation IEEE
Transactions on Information Theory. )

Pierre Alquier, ESSEC Business School PAC-Bayes
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Relevance of PAC-Bayes in the post-Bayes community

Reminder — Gibbs posterior

#yx = argmin {E9~p[Rn(9)] + \

pPEM(O)
exp(—AR,(0))
Eyr[exp(—AR,(9)]

M}

#(dO) = (d6).

Consequence of PAC-Bayes bound in expectation :

Catoni's PAC-Bayes oracle bound, 2003

@ Fix A > 0, 7, and let &, be the Gibbs posterior.
KL A
(pllm) _]

Es Eos[RO)]] < inf | |Egr [R(0)] +

A 8n|’

inf
pPEM(O)

Pierre Alquier, ESSEC Business School PAC-Bayes



Rates of convergence
Analysis of generalized posteriors

Relevance of PAC-Bayes in the post-Bayes community Mutual Information bounds : optimizing the prior

p = ms := restriction of 7w to {6 : R(#) < R* +4}.

A

R(6)

>0
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Rates of convergence

Analysis of generalized posteriors

Relevance of PAC-Bayes in the post-Bayes community Mutual Information bounds : optimizing the prior

Definition : the prior mass condition is satisfied if there are
C,d > 0 such that, for any § > 0 small enough,

! <dlo E
0RO <R +0) 8%

log

Theorem - excess risk bound

@ Assume the prior mass condition with C,d > 0.

o Fix A =+/n/dlog(d/n), and let 7\ be the Gibbs
posterior.

n

Es [Eewx[R(@)]] <R +0 \/glog .

Conditions for faster rates : see Catoni's book...
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9MLE = arg maxH po(X,
0O i1

- maXM
(JSE) Hl 1,090( )
(

Peo
= arg min — lo
gmin g

The MLE can be seen a speC|a| case of ERM with the risk

Z| ”90 25y KL(Pg,||Ps) =: R(6).
i=1

n—>oo

Notation :

Iog—llkellhood ratio”
1 . Pe, (XI)

LR,(6o,0) := =) log——+

"( ° ) n ; PO(X:)
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As LR, (6, 0) is not bounded in general, we cannot apply
McAllester's bound.

PAC-Bayes bound for statistical inference

Fix o € (0,1) and a prior ,

Es [E(;Nﬁ [a LR, (6o, é)} i M]

n

EsEgDa(Pyl| Pos) <

11—«

where D, is the Rényi divergence.

B Bhattacharya, A., Pati, D. and Yang, Y. (2019). Bayesian fractional posteriors. The Annals of
Statistics.
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n

Es [Es. [ LRo(00, 8)] + K202)]

EsEyDa(PyllPos) <

11—«

The right-hand side is minimized by

p(df) o< exp (—anLR,(6, 6)) m(d6)
— (H pg(X,-))aﬂ'(dQ).

Used by

@ Alquier, P. and Ridgway, J. (2020). Concentration of tempeblack posteriors and of their
variational approximations. The Annals of Statistics.

to prove rates of convergence for tempered posteriors and
variational approximations.
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Reminder — Catoni's PAC-Bayes bound, 2003

Fix A > 0 and 7. With proba. at least 1 — 6 on S, for any
randomized estimator p,

KL(p||lm) +log 5 = A
Egs[R(0)] < Egp[Rn(0)] + - L

For A and 7 are fixed, this motivated the introduction of the
Gibbs posterior p = 7, that minimizes the r.h.s. Then, we
applied the bound in expectation to derive rates of
convergence :

KL(allm) | A

]Ee""ﬁk [Rn(g)] + )\ 8’7 :

Eg [EQM}A[R(H)]] < Es

But... why did we keep the same \ and 77
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PAC-Bayes bound in expectation — v2.0

@ Fix A > 0, I and the randomized estimator p (for
example p = 7).

B [Eans RO < Bs | BanslRo(6)] + 201 + 22,
Thus, J

Es | gy R(0)]]

- et + g g R .
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: . KL(p||M) A
Bs Bl +ioh o o5 | A~

the infimum is reached, as shown by :

@ Catoni, O. (2007). PAC-Bayesian supervised learning : the thermodynamics of statistical learning.

IMS lecture notes — monograph series. J

EsKL(p[IM) = EsKL(p[[Esp) + KL(Esp|M) .
—_——

=0 if N=Egp

o Esp € M(©) defined by [Esp](E) = Es[p(E)].
@ the first term in the r.h.s. has a nice interpretation...

Pierre Alquier, ESSEC Business School PAC-Bayes
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Let (U, V) ~ P. Let Py and Py denote their marginals. If U
and V were independent, P = Py ® Py.

Mutual information between two random variables

I(U, V) := KL(P||Py ® Py).

Note : Z(U, V) depends on the distribution P of (U, V), not on (U, V). This is

confusing... remember that E(U) is not a function of U

Proposition

(U, V) = Ey | KL(PvullPv)

Thus,
EsKL(p[|M) = ESKL(IOHESP)+KL(E$PHH)

—7(0,5) =0 if N=Eg

Pierre Alquier, ESSEC Business School PAC-Bayes
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Es B [RO)]

P KL(p(M) A
< 5 B L L A
< Es[EodRON] + jof o Bs |5 * g

Cze.s) A
= B[R] + | 5 g

Mutual information bound

Bs [Eo-sRO] < Bs[EooslR(0N] +1/ 75

ﬁ Russo, D. and Zou, J. (2019). How much does your data exploration overfit ? controlling bias via

information usage. IEEE Transactions on Information Theory. y
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Mutual information bound

7(0,S
Bs [Eo-s RO < Es [BouilRiO)] + /5
(0, 5) = EsKL(p|[Es p) < EKL(7l|r)
MI : PAC-Bayes :
7(0,S) EsKL(p||7)
2n 2n
.C.atoni 8
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Assume a prior mass condition. Applyw mutual
information bound :

Es[EeNﬁA[R(G)]] <R +0 \/g%( .

Relevance of PAC-Bayes in the post-Bayes community

.
For classification : see Catoni's book.
For log-likelihood and tempered posteriors :
@ EL Mahdi Khribch, Pierre Alquier (2024). Convergence of Statistical Estimators via Mutual J
Information Bounds. Preprint arXiv :2412.18539.
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THANK YOU ! J

Contact information :
@ contact : alquier@essec.edu
@ webpage : https ://pierrealquier.github.io/

Many thanks to Richard Ill Carifio who helped with the drawings!

Pierre Alquier, ESSEC Business School PAC-Bayes
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