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@ A strategy for lifelong learning, with regret analysis

© Open questions
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Batch learning

@ data often assumed

Luc Devroye

i.i.d from P, e
@ build f based on the P

whole dataset, of Pattern Recognition
@ minimize R(f) where

R(f) = Ex,v)~pr[0(Y, F(X))]. :
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Batch learning : more books

s.;nngns@sh Statistics m

Data Mining, Inference, and Prediction

§ v
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Online learning

@ no probabilistic
assumption,

@ data revealed
sequentially, at time t
build f, based on data

seen so far | =s
@ minimize
PREDICTION, LEARNING, AND GAMES
T Nicold Cesa-Bianchi Gabor Lugosi
) U(Ye Fi(X)
t=1
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Online learning : a good starting point
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A few facts - motivation for transfer learning

@ when we solve different tasks, it seems we start from
scratch at each task
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A few facts - motivation for transfer learning

@ when we solve different tasks, it seems we start from
scratch at each task

@ still, our knowledge on “solving tasks” improves at each
time

@ for similar task, it seems indeed reasonnable to transfer
information from one task to another.
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Tentative definition - from Thrun and Pratt

Given
LEARNING
TO @ a task,
LEARN .. .
@ a training experience,
and
P @ a performance
measure,

a program is said to learn if
" its performance at the task
T improves with experience.
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Tentative definition - from Thrun and Pratt

LEARNING
TO
LEARN

Kret Aslismst Py

Pierre Alquier Lifelong Learning

Given
o a family of tasks,

@ training experience for
each of these tasks,
and

@ a family of
performance measures,

an algorithm is said to learn
to learn if its performance
at each task improve with
experience and with the
number of tasks.
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Multitask learning

Multitask learning

Given M tasks t, with M risks R;(-) and M datasets

S; = <(Xt,1> Yt,1)7 T (Xt’"M’ Yt’nM))
propose M predictors
A() = (St Smi)

that aims at minimizing (for example)
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Multitask learning

Multitask learning

Given M tasks t, with M risks R;(-) and M datasets

Sei= ((Xeas Yeads s Koy Vo))
propose M predictors
() =F(S1,....Smi )
that aims at minimizing (for example)

Nice, but what if yet another new task appears?
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Learning-to-learn

Learning-to-learn (LTL)
Given M tasks t with risk R;(-), and M datasets

S = <(Xt717 Yt,1)7 R (Xt7”"/” Yt’nM))

learn information Z = Z(Sy, . .., Su) such that, when a new
task with risk R(-) and a new dataset

S = ((Xl, ), ... (X, Yn))

arrives, | can build a predictor

f(-) = £.(S,Z; ) such that R() is small.
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Probabilistic setting for LTL

Possible probabilistic setting :
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Possible probabilistic setting :
@ Pi,...,Pyiidfrom P,
o (X1, Yea)s .-y (Xeny» Yeny,) i-id from Py,
o Ri(f) = Ex.v)~r [E(Y, F(X))],
@ quantitative criterion to minimize w.r.t Z

Runs() = Be.p { i Eox-p [V AT X)) |
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Probabilistic setting for LTL

Possible probabilistic setting :
@ Pi,...,Pyiidfrom P,
o (X1, Yea)s .-y (Xeny» Yeny,) i-id from Py,
o Ri(f) = Ex.v)~r [E(Y, F(X))],
@ quantitative criterion to minimize w.r.t Z

Rurn(Z) = Epop {rpe'g Ex,v)~p [((Y . f(Z, X))]} :
Note the strong Bayesian flavor...
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Example of LTL : dictionary learning

Example taken from :

PN“'R Proceedings of Machine Learning Research

Volume 28  All Volumes JMLR MLOSS FAQ  Submission Format Gl

Sparse coding for multitask and transfer learning

[edit]
Andreas Maurer, Massi Pontil, Bemnardino Romera-Paredes ; i of the 30th on
Machine Learning, PMLR 28(2):343-351, 2013.

Abstract

We investigate the use of sparse coding and dictionary learning in the context of multitask and transfer learing. The
central assumption of our learing method Is that the tasks parameters are well approximated by sparse linear
combinations of the atoms of a dictionary on a high or infinite dimensional space. This assumption, together with the large
quantity of avallable data In the muttitask and transfer learning settings, allows a principled choice of the dictionary. We
provide bounds on the generalization error of this approach, for both settings. Numerical experiments on one synthetic and
two real datasets show the advantage of our method over single task leaming, a previous method based on orthogonal and
dense representation of the tasks and a related method learning task grouping.

Related Material

© Download PDF
* Supplementary Material

1| copysibrex Download BibTex
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Example of LTL : dictionary learning

Example : dictionary learning. The X;,; € R¥, but all the
relevant information is in DX;; € R*, k < K. The matrix D is
unknown.
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Example of LTL : dictionary learning

Example : dictionary learning. The X;,; € R¥, but all the
relevant information is in DX;; € R*, k < K. The matrix D is
unknown.

(*] Bl? e ,ﬁM i.i.d from 73,
[+ (an, Yl’,l)? ey (Xt,m th") ||d from P/Bt .

Y = B3] DX + ¢,

° Rt(ﬁa ) (X Y)~Pg, [g(y /BTAX)]
@ quantitative criterion to minimize w.r.t M

Rirn(A) = Esep {Ex,v)~p, [((Y,B8TAX)]}.
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Example of LTL : dictionary learning

Maurer, Pontil and Romera-Paredes propose :

n

M
D= arg min Z arg min Z U(Yei, ﬂtTAXL,-)

A t=1 IBelli<a ;5

Theorem (Maurer et al)

Under suitable assumptions, with probability at least 1 — 9,

Ay /1 [log (%) \/T
D) < inf A ki — A VP - .
RLTL( ) < Ig RLTL( )+C (0% M I M + o n

Note that C can depend on (k, K) or not, depending on
assumptions on the distribution of X under P;...

Pierre Alquier Lifelong Learning
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Going online : lifelong learning

Lifelong learning (LL)

Online version of learning-to-learn ?

Recent work with The Tien Mai and Massimiliano Pontil.
Objectives :
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Recent work with The Tien Mai and Massimiliano Pontil.
Objectives :
@ consider that tasks can be revealed sequentially. Use the
tools of online learning theory : avoid probabilistic
assumptions.
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Going online : lifelong learning

Lifelong learning (LL)

Online version of learning-to-learn ?

Recent work with The Tien Mai and Massimiliano Pontil.
Objectives :

@ consider that tasks can be revealed sequentially. Use the
tools of online learning theory : avoid probabilistic
assumptions.

@ if possible, define a general strategy that does not depend
on the learning algorithm used within each task.
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A strategy for lifelong learning, with regret analysis

Massimiliano Pontil The Tien Mai
(UCL, IIT) (U. of Oslo)
PN“'R Proceedings of Machine Learning Research
Volume 54  All Volumes JMLR MLOSS FAQ Submission Format L=l

Regret Bounds for Lifelong Learning

[edi]
Pierre Alquier; The Tien Mai, Massimiliano Pontil ; ings of the 20th ional C on Artificial
Intelligence and Statistics, PMLR 54:261-269, 2017.
Abstract

We consider the problem of transfer learning in an online setting. Different tasks are presented sequentially and processed
by a within-task algorithm. We propose a lifelong learning strategy which refines the underlying data representation used by
the within-task algorithm, thereby transferring information from one task to the next. We show that when the within-task
algorithm comes with some regret bound. our strategy inherits this good property. Our bounds are In expectation for a
general loss function, and uniform for a convex loss. We discuss applications to dictionary learning and finite set of
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Setting

@ objects in X, labels in Y,

@ set of functions G: X — ZandH: Z — ),
@ loss function /.

Lifelong-learning problem (LL)
Propose initial g.

Fort=12,...,
© propose initial h;.
Fori=1,...,n;

@ Xx;; revealed,
@ predict ¥, ; = h: o g(x¢.i),
© y: revealed, suffer loss (¢ j := £yt i, V.i),

Pierre Alquier Lifelong Learning



A strategy for lifelong learning, with regret analysis

Setting

@ objects in X, labels in Y,

@ set of functions G: X — ZandH: Z — ),
@ loss function /.

Lifelong-learning problem (LL)

Propose initial g.

Fort=12,...,
© propose initial h;.
Fori=1,...,n;

@ Xx;; revealed,

@ predict y;; = hy o g(x¢,i),

© y: revealed, suffer loss éAt’; = L(ye,is Vi)
@ update h;.
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Setting

@ objects in X, labels in Y,

@ set of functions G: X — ZandH: Z — ),
@ loss function /.

Lifelong-learning problem (LL)

Propose initial g.

Fort=12,...,
© propose initial h;.
Fori=1,...,n;

@ Xx;; revealed,
@ predict ¥, ; = h: o g(x¢.i),
© y: revealed, suffer loss éAt’; = L(ye,is Vi)
@ update h;.
© udpate g.
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Within-task algorithm

Fort=12,...,
@ Solve a usual online task, input z;; = g(x;;), output y; ;.

© udpate g.
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Within-task algorithm

Fort=12,...,
@ Solve a usual online task, input z;; = g(x;;), output y; ;.

© udpate g.

We can do it using any online algorithm. Will be refered to as
“within-task algorithm”.

For many algorithms, bounds are known on the
(normalized)-regret :

ne

1 & . 1.
Rt(g) = n—t ZE(Yt,iaYt,i) _n_t ,:275 f(}’t,ia h(Zt’,-)).
i=1 i=1

-~

:,Tlt E,”il ét,izit(g)
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Examples of within-task algorithms

Online gradient for convex ¢
Initialize h = 0.
Update h < h — 0V _pl(yri, f(2:.7))-
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Initialize h = 0.
Update h < h — 0V _pl(yri, f(2:.7))-

Many variants and improvements (projected gradient, online
Newton-step, ...).

R:(g) in 1/y/n; or 1/n, depending on assumptions on .
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Examples of within-task algorithms

Online gradient for convex ¢
Initialize h = 0.
Update h < h — 0V _pl(yri, f(2:.7))-

Many variants and improvements (projected gradient, online
Newton-step, ...).
R:(g) in 1/y/n; or 1/n, depending on assumptions on .

EWA (Exponentially Weighted Aggregation)

Prior p; = m, initialize h ~ p;.
Update pj1(df) o< exp[—nl(yz,i, f(2:,i))lpi(df), h~ pis.
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Examples of within-task algorithms

Online gradient for convex ¢
Initialize h = 0.
Update h < h — 0V _pl(yri, f(2:.7))-

Many variants and improvements (projected gradient, online
Newton-step, ...).
R:(g) in 1/y/n; or 1/n, depending on assumptions on .

EWA (Exponentially Weighted Aggregation)

Prior p; = m, initialize h ~ p;.
Update pj1(df) o< exp[—nl(yz,i, f(2:,i))lpi(df), h~ pis.

E[R:(g)] in 1/y/n; under boundedness assumption.
Integrated variant : R.(g) in 1/n, if £ is exp-concave.
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EWA for lifelong learning

EWA-LL

Prior 1 = p; on G. Draw g ~ 7.

Fort=1,2,...
@ run the within-task algorithm on task t. Suffer L,(g).
Q update p;y1(df) o eXP[—n[t(f)]Pt(df)-
Q draw g ~ pr 1.
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EWA for lifelong learning

EWA-LL

Prior 1 = p; on G. Draw g ~ 7.

Fort=1,2,...
@ run the within-task algorithm on task t. Suffer L,(g).
Q update p;y1(df) o eXP[—n[t(f)]Pt(df)-
Q draw g ~ pr 1.

Next : we provide two examples that are corollaries of a
general result (stated later).
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Example 1 : dictionary learning

X=RK  Z=RK Y=R
X —  Dx +~— (h,Dx)=h"Dx.
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X=RK  Z=RK Y=R
X —  Dx +~— (h,Dx)=h"Dx.

@ within-task algorithm : online gradient descent on h.
@ EWA-LL, prior : columns of D i.i.d uniform on unit sphere.
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Example 1 : dictionary learning

X=RK  Z=RK Y=R
X —  Dx +~— (h,Dx)=h"Dx.

@ within-task algorithm : online gradient descent on h.
@ EWA-LL, prior : columns of D i.i.d uniform on unit sphere.

Theorem (Corollary 4.4) - ¢ is bounded by B & L-Lipschitz

T ng

. 1 T
|nf — ; thic n—t ; U(yr.is hy Dxe ;)

C [Kk BL 1 <~ BLV2k
+ =4/ == (log(T) +7) + —= + — .
T( g(T)+7) T2

TZntzét'

4
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Example 1 : dictionary learning

X=RK —» Z=Rk — Y=R
X —  Dx +~— (h,Dx)=h"Dx.
@ within-task algorithm : online gradient descent on h.
@ EWA-LL, prior : columns of D i.i.d uniform on unit sphere.

Theorem (Corollary 4.4) - ¢ is bounded by B & L-Lipschitz

1
—'”f—zmicntzé Ve, h{ Dxt,)

Kk BL\/2k
ﬁ(logm >\F =

Pierre Alquier Lifelong Learning
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Example 1 (dictionary learning) : simulations

@ simulations ¥ = R> - Z =R? — Y = R with ¢ the
quadratic loss, T = 150, each n; = 100.
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Example 1 (dictionary learning) : simulations

@ simulations X = R®> -+ Z =R? — ) = R with ¢ the
quadratic loss, T = 150, each n; = 100.

@ implementation of EWA-LL, at each step, D is updated
using N iterations of Metropolis-Hastings.
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Example 1 (dictionary learning) : simulations

@ simulations X = R®> -+ Z =R? — ) = R with ¢ the
quadratic loss, T = 150, each n; = 100.

@ implementation of EWA-LL, at each step, D is updated
using N iterations of Metropolis-Hastings.

£ H
2 =
i §
H g
time index tima index
Figure 1: The cumulative loss of the oracle for the first Figure 2: Cumulative loss of EWA-LL (N = 1 in red
15 tasks. and N = 10 in blue) and cumulative loss of the oracle.
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Example 2 : finite set of predictors

x 5 g(x) ' h(g(x)).
card(G) = G < 400, card(H) = H < +o0
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Example 2 : finite set of predictors

x 5 g(x) ' h(g(x)).
card(G) = G < 400, card(H) = H < +o0
@ within-task algorithm : EWA, uniform prior.
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Example 2 : finite set of predictors

x 5 g(x) ' h(g(x)).
card(G) = G < 400, card(H) = H < +o0

@ within-task algorithm : EWA, uniform prior.
@ EWA-LL, uniform prior.
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Example 2 : finite set of predictors

x 5 g(x) ' h(g(x)).
card(G) = G < 400, card(H) = H < +o0

@ within-task algorithm : EWA, uniform prior.
@ EWA-LL, uniform prior.

Theorem (Corollary 4.2) - ¢ bounded by C & a-exp-concave

T m T
1 1 A 1
il il | < inf — il
T Z m Z t"] - gl'gfg T tz: hltg];{ m Z€ Yeir heog ()

logG «alogH
Cy/ :
+ 2T * n
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Example 2 : improvement on existing results

The “online-to-batch” trick allows to deduce from our online
method a statistical estimator with a controled LTL risk in

log G logH
o5 - ).
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Example 2 : improvement on existing results

The “online-to-batch” trick allows to deduce from our online
method a statistical estimator with a controled LTL risk in

log G logH
T + n

O

In this case, a previous bound by Pentina and Lampert was in
log G log H
o \/ 0gG \/ og
T n

A PAC-Bayesian Bound for Lifelong Learning

Anastasia Pentina APENTINAG IST.AC.AT
IST Austria (Institute of Science and Technology Austria), 3400 Am Campus 1. Klostemeuburg, Austria

Christoph H. Lampert CHL@ IST.AC.AT
IST Austria (Institute of Seience and Teehnology Austria), 3400 Am Campus 1, Klostemeuburg, Austria
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General regret bound

Theorem (Theorem 3.1) - ¢ bounded by C

If for any g € G, the within-task algorithm has a regret bound
R:(g) < B(g, n;), then

1 T 1 ne
E?ZEZ“]
fr=1l i=1
1 T 1 ne
< [ |75 i, st
1 nC*  K(p,7)
_ d 5

.
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Open questions

Efficient algorithms?

Our online analysis allows to avoid explicit probabilistic
assumptions on the data, and allows a free choice of the
within-task algorithm.
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Efficient algorithms?

Our online analysis allows to avoid explicit probabilistic
assumptions on the data, and allows a free choice of the
within-task algorithm.

However, EWA-LL is not “truly online” as its computation
requires to store all the data seen so far.
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Open questions

Efficient algorithms?

Our online analysis allows to avoid explicit probabilistic
assumptions on the data, and allows a free choice of the
within-task algorithm.

However, EWA-LL is not “truly online” as its computation
requires to store all the data seen so far.

Moreover, its computation is not scalable.

Pierre Alquier Lifelong Learning



Open questions

Efficient Lifelong Learning Algorithm : ELLA

ELLA: An Efficient Lifelong Learning Algorithm

Pal Rusalo

Eaton

B e e @ dictionary learning,

potential pr
o . Bfeony laroing, & of »

LLA has

o ot e sy g :H

cading d staiok it bt
s, wad

1. Introduction

LA has both
s Computa el coe sk ghs s
2. Related Work
ot o e By vk o Bl g o o
o il g v iu (Theus
i 13yt e

o o et
o

BT T P —




Open questions
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ELLA: An Efficient Lifelong Learning Algorithm

@ dictionary learning,

@ fast update of D and 3
at each step, truly
online : no need to
store the data,
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Open questions

Efficient Lifelong Learning Algorithm : ELLA

ELLA: An Efficient Lifelong Learni

@ dictionary learning,

@ fast update of D and 3
at each step, truly
online : no need to
store the data,

@ very good empirical
performances,

@ no regret bound.

Pierre Alquier Lifelong Learning
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progress on dictionary learning

@ dictionary learning,
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Open questions

progress on dictionary learning

@ dictionary learning,

e vantoes e o fast update of 3 at
each step, fast update
of D at the end of
each task, truly online,

2018

stat ML] 21 Mar

@ very good empirical
performances,

@ LTL bound in
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Open questions

Algorithms : open questions

Open question 1

An efficient algorithm with theoretical guarantees (if possible
beyond dictionary learning).
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Open question 1

An efficient algorithm with theoretical guarantees (if possible
beyond dictionary learning).

@ theoretical analysis of ELLA?
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Open questions

Algorithms : open questions

Open question 1

An efficient algorithm with theoretical guarantees (if possible
beyond dictionary learning).

@ theoretical analysis of ELLA?

@ can we justify to update D at each step 7 this leads to the
next big open problem...

Pierre Alquier Lifelong Learning



Open questions

Optimality of the bounds

@ ELLA : updates D at each step. Doing so, after T tasks
with n steps in each task, we would expect a bound in
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Optimality of the bounds

@ ELLA : updates D at each step. Doing so, after T tasks
with n steps in each task, we would expect a bound in

1 1
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@ Denevi et al : bound in
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Open questions

Optimality of the bounds

@ ELLA : updates D at each step. Doing so, after T tasks
with n steps in each task, we would expect a bound in

1 1
© (\/ﬁ * \ﬁ) -
@ Denevi et al : bound in
1 1
© (\/?+ \ﬁ) |

So, what are the optimal rates in LL & LTL?
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Insights from a toy model

@ 0, fixed once and for all,
@ task t : 6>, fixed for the task

o fori= ]., ey Ve = (91 + E1,its 9271: + 527,'71:) with
Ejit ™ N(O, 1)
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Open questions

Insights from a toy model

@ 0, fixed once and for all,

@ task t : 6>, fixed for the task

o fori=1,....n yr;=(01+¢1t,02++€2i:) with
giie ~N(0,1).

0, = L Z;l > 1(Ve.i)1 can be computed in the online
setting and one has

E (yél . 91\) —0 (@) .
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Open questions

Insights from a toy model

@ 0, fixed once and for all,
@ task t : 6>, fixed for the task

o fori= ]., ey Ve = (91 + E1,its 9271: + 527,'71:) with
Ejit ™ N(O, 1)

0, = L Z;l > 1(Ve.i)1 can be computed in the online
setting and one has

E (yél . 91\) —0 (@) .

Fits our setting with x = 0, gy, (x) = 01, hy,(2) = (2, 02).
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Open questions

Insights from a toy model

@ 0 fixed once and for all,
@ task t : 0, and &1, ~ N(0, 1) fixed for the task.

@ fori=1,....n yr;=(01+¢c1,02¢ + €2, ) With
52’,‘,[' ~ N(O, ].)

0, = + ZtT:1(Yt,i)1 can be computed in the online setting and

one has
E(\él —91|) 0 ( ;)

Still fits our setting and LTL!
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Optimal rates : open questions

Open question 2
What are the optimal rates in lifelong learning and in LTL?
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Open question 2
What are the optimal rates in lifelong learning and in LTL?

@ requires to define properly class of predictors,
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Open questions

Optimal rates : open questions

Open question 2
What are the optimal rates in lifelong learning and in LTL?

@ requires to define properly class of predictors,

@ the optimal rate will also depend on the setting. This
leads to the next question...
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Open questions

Are our definitions even right ?

@ Note that the terminology is not exen fixed : for example,
Pentina and Lampert call lifelong learning what we call
learning to learn (we don't claim we are right!).
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Open questions

Are our definitions even right ?

@ Note that the terminology is not exen fixed : for example,
Pentina and Lampert call lifelong learning what we call
learning to learn (we don't claim we are right!).

@ We used :
@ LTL : samples from all the tasks presented at once.
@ LL : tasks presented sequentially, within each task, pairs

presented sequentially.
© why not tasks presented sequentially, but within each
task, samples presented all at once? .
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Open questions

Are our definitions even right ?

@ Note that the terminology is not exen fixed : for example,
Pentina and Lampert call lifelong learning what we call
learning to learn (we don't claim we are right!).

@ We used :

© LTL : "Batch-within-batch”
© LL : “"Online-within-online”
© '"Batch-within-online”, see our paper and Denivi et al.
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Open questions

Towards more models?

One can imagine even more settings :

@ observations not ordered by tasks?
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@ for some tasks, the information is complete, for other
tasks, this is not the case. For example some tasks are
sequential predictions, others are bandit problems.
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Towards more models?

One can imagine even more settings :
@ observations not ordered by tasks?

@ for some tasks, the information is complete, for other
tasks, this is not the case. For example some tasks are
sequential predictions, others are bandit problems.

@ more complicated : we use within tasks an algorithm for
which we don't have a regret bound, for example deep
neural network for image classification in self-driving cars.
We have a partial feedback that is not the
missclassification rate but depends on it : number of
accidents, user feedback...

Pierre Alquier Lifelong Learning



Open questions

Towards more models?

One can imagine even more settings :
@ observations not ordered by tasks?

@ for some tasks, the information is complete, for other
tasks, this is not the case. For example some tasks are
sequential predictions, others are bandit problems.

@ more complicated : we use within tasks an algorithm for
which we don't have a regret bound, for example deep
neural network for image classification in self-driving cars.
We have a partial feedback that is not the
missclassification rate but depends on it : number of
accidents, user feedback...

Do we really need a paper for each possible variant ?...
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Open questions

Setting : open questions

Open question 3

Which settings are relevant 7 Which settings are not ? To what
extent is a general theory possible ?
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Setting : open questions

Open question 3

Which settings are relevant 7 Which settings are not ? To what
extent is a general theory possible ?

@ depends on the applications.
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Open questions

Setting : open questions

Open question 3

Which settings are relevant 7 Which settings are not ? To what
extent is a general theory possible ?

@ depends on the applications.

@ should also have a look on other existing approaches
(econometrics of panel data <+ multitask learning).
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