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This is the supplement to [Chérief-Abdellatif and Alquier, 2021]. It contains the proofs of the results stated
in Sections 4 and 5 of this paper.

As five equations are numbered in the paper, we start here the numbering of equations at (6), so
that it is clear that for example (3) refers to Equation 3 in the paper.

Appendix A: Proofs of Section 4
Proof of Proposition 4.1. We remind that Pθ = N (θ, σ2Id) where θ ∈ Θ = Rd. When X and Y
are independent, respectively from Pθ and Pθ′ , we have (X − Y ) ∼ N (θ − θ′, σ2Id). Thus,

(X − Y )√
2σ2

∼ N
(

(θ − θ′)√
2σ2

, Id

)
and thus the square of this random variable is a noncentral chi-square random variable:

‖X − Y ‖2

2σ2
∼ χ2

(
d,
‖θ − θ′‖2

2σ2

)
.

It is known that when U ∼ χ2(d,m) we have E[exp(tU)] = exp(mt/(1 − 2t))/(1 − 2t)d/2. Taking
t = −(2σ2)/γ2, this leads to

〈
µPθ , µPθ′

〉
H = EX∼Pθ,Y∼Pθ′

[
exp

(
−‖X − Y ‖

2

γ2

)]
=

(
γ2

4σ2 + γ2

) d
2

exp

(
−‖θ − θ

′‖2

4σ2 + γ2

)
and thus

D2
kγ (Pθ, Pθ′) = 2

(
γ2

4σ2 + γ2

) d
2
[
1− exp

(
−‖θ − θ

′‖2

4σ2 + γ2

)]
. (6)

From (6) and Proposition 3.5 of the paper, we obtain, with probability at least 1− δ,

2

(
γ2

4σ2 + γ2

) d
2

[
1− exp

(
−‖θ − θ̃n‖

2

4σ2 + γ2

)]
= D2

k

(
Pθ̃n , Pθ0

)
≤ 16

ε+
1 +

√
2 log

(
1
δ

)
√
n

2

,

that is,

‖θ − θ̃n‖2 ≤ −(4σ2 + γ2) log

1− 8

(
4σ2 + γ2

γ2

) d
2

ε+
1 +

√
2 log

(
1
δ

)
√
n

2
 .
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Now, use inside the log the inequality (1 + 1/x)x ≤ e on x = γ2/(4σ2) to get:

‖θ − θ̃n‖2 ≤ −(4σ2 + γ2) log

1− 8e
2σ2d
γ2

ε+
1 +

√
2 log

(
1
δ

)
√
n

2
 .

This proves the first inequality, that is, (2). Simply plug γ = σ
√

2d to get the second inequality.

The Gaussian example appears to be a very special case, where it is possible to derive an explicit
formula for the MMD distance. In most models, this is not possible. However, in many models, we
observed that it is actually possible to provide an explicit formula for the L2 distance, of the form
‖θ−θ′‖2 = F (‖pθ−pθ′‖2L2), where Pθ has a density pθ ∈ L2 with respect to the Lebesgue measure and
F is a nondecreasing function. It is then tempting to use the connection between the MMD distance
and the L2 distance mentioned in Remark 3.2 of the paper and in [Sriperumbudur et al., 2010]. The
scheme of the proof is as follows:

‖θ̂ − θ0‖2 = F
(
‖pθ̂ − pθ0‖

2
L2

)
≤︸︷︷︸
?

F
(
cD2

k(Pθ̂, Pθ0)
)

≤︸︷︷︸
Theorem 3.1
Theorem 3.2

Proposition 3.5
...

F (bound)

which means that in such models, the only new step to get a rate of convergence on θ̂ is to check
the condition

‖pθ − pθ′‖2L2 ≤ cD2
k(Pθ, Pθ′) (7)

for some c > 0. Finally, in any case where kγ(x, x′) = K(‖x − x′‖/γ), let µ denote the Fourier
transform of K:

µ(t) := F [K](t) =

∫
K(x) exp(−2iπ 〈t, x〉)dx.

Note that for the Gaussian kernel in Rd, K(u) = exp(−‖u‖2), µ(t) = πd/2 exp(−‖t‖2/4). We remind
a few properties of the Fourier transform. First,

F [K(·/γ)](t) = γdF [K](γt) = γdµ(γt). (8)

Let ? denote the convolution product:

p ? q(x) =

∫
p(x− t)q(t)dt

and we remind the classical result
F [p ? q] = F [p]F [q]. (9)

Finally, we remind that ∫
p(x)q(x)dx =

∫
F [p](t)F [q](t)dt. (10)

Then, we have:

D2
kγ (Pθ, Pθ′) =

∫∫
K(‖x− y‖/γ)[pθ(x)− pθ′(x)][pθ(y)− pθ′(y)]dxdy

=

∫
[K(·/γ) ? (pθ − pθ′)](y)[pθ(y)− pθ′(y)]dy, by definition of ?

=

∫
[K(·/γ) ? (pθ − pθ′)](y)[pθ(y)− pθ′(y)]dy, (densities are real-valued)

=

∫
F [K(·/γ) ? (pθ − pθ′)](t)F [pθ − pθ′ ](t)dt, by (10)
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=

∫
F [K(·/γ)]F [pθ − pθ′ ](t)F [pθ − pθ′ ](t)dt, by (9)

=

∫
γdµ(γt) |F [pθ − pθ′ ](t)|2 dt, by (8).

So, an alternative way to check (7) is to check that:

‖pθ − pθ′‖2L2 ≤ c
∫
γdµ(γt) |F [pθ − pθ′ ](t)|2 dt.

Proof of Proposition 4.2. We have

〈pθ, pθ′〉L2 =
2

π[(θ − θ′)2 + 4]
⇒ ‖pθ − pθ′‖2L2 =

1

π

(
1− 1

(θ−θ′)2
4 + 1

)
.

We now use the above remarks and check (7). Note that

F [pθ − pθ′ ](t) = [exp(−itθ)− exp(−itθ′)] exp(−|t|)

and so

D2
kγ

(Pθ, P
′
θ)

‖pθ − p′θ‖2L2

=
π
∫
γµ(γt) |[exp(−itθ)− exp(−itθ′)] exp(−|t|)|2

1− 1
(θ−θ′)2

4 +1

≥
π
∫
γµ(γt)

∣∣[exp(−itθ)− exp(−itθ′)] exp(−t2 − 1)
∣∣2

1− 1
(θ−θ′)2

4 +1

thanks to |x| ≤ x2 + 1. Identify the Fourier transform of the Gaussian density on the numerator to
get

D2
kγ

(Pθ, P
′
θ)

‖pθ − p′θ‖2L2

=
2π
[
1− exp

(
−‖θ−θ

′‖2
2(γ+2)

)]
exp(2)

√
1 + 2

γ

(
1− 1

(θ−θ′)2
4 +1

)

=
2π
[
1− exp

(
−‖θ−θ

′‖2
8

)]
exp(2)

√
2

(
1− 1

(θ−θ′)2
4 +1

)
when γ = 2. For x > 0 we prove easily that

1− exp(−x/2)

1− 1
1+x

>
1

2
,

so
D2
kγ

(Pθ, P
′
θ)

‖pθ − p′θ‖2L2

≥ π√
2 exp(2)

≥ 1

4
.

Now, in the adversarial contamination case,

(θ̂n − θ0)2 = 4

[
1− 1

1− π‖pθ̃ − pθ0‖2

]
≤ 4

[
1− 1

1− 4πD2
kγ

(Pθ̃, Pθ0)

]
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≤ 4

1− 1

1− 128π
(
ε2 + 2+4 log(1/δ)

n

)


where the last inequality comes from Proposition 3.5.

Remark A.1. We applied the technique to the translated Cauchy model. Note that it is possible to
apply it to many other translation models. However, in the translated uniform model (not reported
in this paper), it leads to a suboptimal rate of convergence: 1/

√
n, while the MLE is is 1/n. But in

the simulations we made, we observed that the MMD works very well in the uniform model – on
the condition that γ is taken very small. We thus wonder whether it is possible, with another proof
technique, to prove that the MMD estimator with γ = γ(n) → 0 when n → ∞ reaches the optimal
rate of convergence. This is still an open question.

Proof of Proposition 4.4. We remind that P0:t is the distribution of (X0, Xt). Then

%t =
∣∣∣E 〈µδXt − µP 0 , µδX0

− µP 0

〉
Hk

∣∣∣
=

∣∣∣∣∫ k(x, y)P0:t(d(x, y))−
∫∫

k(x, y)P 0(dx)P 0(dy)

∣∣∣∣
=

∣∣∣∣∫ (∫ 1{u≥‖x−y‖}f(u)du

)
P0:t(d(x, y))−

∫∫ (∫
1{u>‖x−y‖}

)
f(u)duP 0(dx)P 0(dy)

∣∣∣∣
=

∣∣∣∣∫ ∞
0

(∫
1{u≥‖x−y‖}P0:t(d(x, y))−

∫∫
1{u≥‖x−y‖} P

0(dx)P 0(dy)

)
f(u)du

∣∣∣∣ .
For any partition (Ai)i∈I of Rd denote I(u) = {i ∈ I : (x, y) ∈ A2

i ⇒ ‖x− y‖ ≤ u}. Then∑
i∈I(u)

1Ai(x)1Ai(y) ≤ 1{‖x−y‖≤u}

and moreover 1{‖x−y‖≤u} is the supremum of this sum over all possible measurable partitions, that
is, for any ε > 0, we can find a partition (Ai)i∈I such that

1{‖x−y‖≤u} − ε ≤
∑
i∈I(u)

1Ai(x)1Ai(y) ≤ 1{‖x−y‖≤u}.

So,

%t ≤

∣∣∣∣∣∣
∫ ∞

0

∑
i∈I(u)

[P0:t(Ai ×Ai)− P 0(Ai)
2]f(u)du

∣∣∣∣∣∣+ ε

≤
∫ ∞

0

∑
i∈I(u)

∣∣P0:t(Ai ×Ai)− P 0(Ai)
2
∣∣ f(u)du+ ε

≤
∫ ∞

0

∑
i∈I

∣∣P0:t(Ai ×Ai)− P 0(Ai)
2
∣∣ f(u)du+ ε

≤
∫ ∞

0

2βtf(u)du+ ε = 2βt + ε.

Proof of Proposition 4.5. We start by a few preliminary remarks on (Xt). First, note that, for
any ` and t,

X`+t = ε`+t +Aε`+t−1 + · · ·+At−1ε`+1︸ ︷︷ ︸
=:Bt`

+AtX`
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where Bt` is independent of X`. Let P tb denote the distribution of Bt` (it does not depend on ` because
of the stationarity).

Also, note that,
X1 = AX0 + ε1

and thus
‖X1‖ ≤ ‖A‖‖X0‖+ ‖ε1‖. (11)

Taking the expectation of (11), and using the stationarity, gives

E(|X0|) = E(|X1|) ≤ ‖A‖E(‖X0‖) + E(‖ε1‖)

which leads to
E(‖X0‖) ≤

E(‖ε1‖)
1− |a|

=
E(‖ε0‖)
1− ‖a‖

.

In the same way, if ‖εt‖ < c almost surely for any t, taking the supremum of (11) and using the
stationarity gives, almost surely,

‖X0‖ ≤
c

1− ‖a‖
.

We are now ready to start the derivation of the upper bound for %t. We have

%t =

∣∣∣∣∫ k(x, y)P0:t(d(x, y))−
∫∫

k(x, y)P 0(dx)P 0(dy)

∣∣∣∣
=

∣∣∣∣∫∫ k(x,Atx+ b)P 0(dx)P tb (db)−
∫∫∫

k(x,Atx′ + b)P 0(dx)P 0(dx′)P tb (db)

∣∣∣∣
≤
∫∫∫ ∣∣k(x,Atx+ b)− k(x,Atx′ + b)

∣∣P 0(dx)P 0(dx′)P tb (db)

≤
∫∫∫

L
∣∣(Atx+ b)− (Atx′ + b)

∣∣P 0(dx)P 0(dx′)P tb (db)

=

∫∫
L‖A‖t |x− x′|P 0(dx)P 0(dx′)

≤
∫

2L‖A‖t ‖x‖P 0(dx)

= 2L‖A‖tE(‖X0‖)

≤ 2L‖A‖tE(‖X0‖)
1− ‖A‖

.

Let us now check Assumption 3.1. In order to do so, fix ` ∈ {1, . . . , n − 1} and a function
g : H`k → R such that

|g(a1, . . . , a`)− g(b1, . . . , b`)| ≤
∑̀
i=1

‖ai − bi‖Hk . (12)

As we know that ‖εt‖ ≤ c a.s, we also have ‖Xt‖ ≤ c/(1 − ‖A‖). Fix (x1, . . . , x`) with ‖xt‖ ≤
c/(1− ‖A‖). We have∣∣∣E[g(µδX`+1

, . . . , µδXn )|X1 = x1, . . . , X` = x`]− E[g(µδX`+1
, . . . , µδXn )]

∣∣∣
=
∣∣∣E[g(µδ

Ax`+B
1
`

, . . . , µδ
An−`−1x`+B

n−`−1
`

)]− E[g(µδ
AX`+B

1
`

, . . . , µδ
An−`−1X`+B

n−`−1
`

)]
∣∣∣

≤ E
[∣∣∣g(µδ

Ax`+B
1
`

, . . . , µδ
An−`−1x`+B

n−`−1
`

)− Eg(µδ
AX`+B

1
`

, . . . , µδ
An−`−1X`+B

n−`−1
`

)
∣∣∣]
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≤ E

[
n−`−1∑
i=1

∥∥∥µδ
Aix`+B

i
`

− µδ
AiX`+B

i
`

∥∥∥
Hk

]
by (12)

= E

[
n−`−1∑
i=1

√
k(Aix` +Bi`, A

ix` +Bi`) + k(AiX` +Bi`, A
iX` +Bi`)− 2k(Aix` +Bi`, A

iX` +Bi`)

]
.

We remind the assumption that k(x, y) = F (|x− y|) where F is L-Lipschitz. So, in particular:

k(Aix` +Bi`, A
ix` +Bi`)− k(AiX` +Bi`, A

ix` +Bi`) ≤ L‖A‖i‖x` −X`‖

and in the same way,

k(AiX` +Bi`, A
iX` +Bi`)− k(AiX` +Bi`, A

ix` +Bi`) ≤ L‖a‖i‖x` −X`‖,

so:∣∣∣E[g(µδX`+1
, . . . , µδXn )|X1 = x1, . . . , X` = x`]−E[g(µδX`+1

, . . . , µδXn )]
∣∣∣ ≤ E

[
n−∑̀
i=1

√
2L‖A‖i‖x` −X`‖

]
.

We now use ‖Xt‖ ≤ c/(1− ‖A‖) a.s to get:

∣∣∣E[g(µδX`+1
, . . . , µδXn )|X1 = x1, . . . , X` = x`]−E[g(µδX`+1

, . . . , µδXn )]
∣∣∣ ≤ n−`−1∑

i=1

2Lc‖A‖ i2
1− ‖A‖

=

n−`−1∑
i=1

γi.

This ends the proof.

Appendix B: Proofs of Section 5

Proof of Proposition 5.1. Note that we can rewrite

Crit(θ) =

∫∫
k(x, x′)pθ(x)pθ(x

′)µ(dx)µ(dx′)− 2

n

n∑
i=1

∫
k(x,Xi)pθ(x)µ(dx).

The assumption of the proposition ensure that we can interchange the ∇ and
∫∫

symbols, and so

∇θCrit(θ) =

∫∫
k(x, x′)∇θ[pθ(x)pθ(x

′)]µ(dx)µ(dx′)− 2

n

n∑
i=1

∫
k(x,Xi)∇θ[pθ(x)]µ(dx)

= 2

∫∫
k(x, x′)pθ(x)pθ(x

′)∇θ[log pθ(x)]µ(dx)µ(dx′)− 2

n

n∑
i=1

∫
k(x,Xi)∇θ[log pθ(x)]pθ(x)µ(dx)

= 2EX,X′∼Pθ{k(X,X ′)∇θ[log pθ(X)]} − 2

n

n∑
i=1

EX∼Pθ{k(Xi, X)∇θ[log pθ(X)]}

= 2EX,X′∼Pθ

{[
k(X,X ′)− 1

n

n∑
i=1

k(Xi, X)

]
∇θ[log pθ(X)]

}
.

This ends the proof.

Proof of Proposition 5.2. The assumption that Θ is bounded with radius D ensures that (2.17)
in [Nemirovski et al., 2009] is satisfied, and the assumption on the expectation of the norm of the
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gradient ensures that (2.5) in [Nemirovski et al., 2009] is also satisfied. Thus, (2.21) is also satisfied,
ant that is exactly the statement of (3) in Proposition 5.2. Then, we have:

E
[
Dk
(
P
θ̂
(T )
n
, P 0

)]
≤ Dk

(
P
θ̂
(T )
n
, P̂n

)
+ Dk

(
P̂n, P

0
)

=

√
D2
k

(
P
θ̂
(T )
n
, P̂n

)
+ Dk

(
P̂n, P

0
)

≤

√
D2
k

(
Pθ̂n , P̂n

)
+
DM√
T

+ Dk
(
P̂n, P

0
)

thanks to (3) in the proposition. We upper bound the second term thanks to Lemma 7.1 of the
paper:

Dk
(
P̂n, P

0
)
≤
√

1 + 2
∑n
t=1 %t

n
.

For the first term, we use:√
D2
k

(
Pθ̂n , P̂n

)
+
DM√
T
≤ Dk

(
Pθ̂n , P̂n

)
+

√
DM√
T

≤ inf
θ∈Θ

Dk
(
Pθ, P̂n

)
+ 2

√
1 + 2

∑n
t=1 %t

n
+

√
DM√
T

thanks to Theorem 3.1 of the paper. Putting everything together leads to

E
[
Dk
(
P
θ̂
(T )
n
, P 0

)]
≤ inf
θ∈Θ

Dk
(
Pθ, P̂n

)
+ 3

√
1 + 2

∑n
t=1 %t

n
+

√
DM√
T

which ends the proof.
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